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How To erpfemenf Hfghf}r—;ﬂlvaffabfe Messaging
and Collaboration

OpenMaiil backgroundler
Planning for reliability and scalability
HA

Backup end disaster recovery

Llets to cover In 50 minutes, so dont expect huge
depths of knowleclge. However, I'll give you poinfers
for further study.
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B1 1. OpenMail Backgrounder
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Scalable
Flexible
Reliable
Highly-available
Low-cost
Feature-rich

" Future-proof
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2 2. Planning for Reliability and
Scalability
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My definitions...
HA: using redundant machines to improve uptime in the
evert of failure;
Ralighilty: everything el
Before thinking about HA, think about design
for reliability

The cost of going from 99% to 99.9% is
“small”, compared with going from 99.9% to
99.99%

Many OpenMadail customers report high vptimes
withouf HA

Think hard about your requirements —perhaps

only some of your users need that extra

percentage point of uvuiluhilitg(?
Cesdgn your retwark and write your SLAs accordingly
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Key is I/O performance
Key to |0 performance is spreading the bad over several
spindles and interfaces

Sometimes a scalability vs. reliability tradeoff
O, strictly-speaking, cost more to provide similar scakability with
improved reliability

Fewer, larger servers are less complicated to administer
e.g. routing and directory synchronization

More, smaller servers...
may affect fewer users on failure
comman fallacy: *amaller 2arvere reduce impact of downtima”

less expensive hot spares
have more potential for expansion

The above is true for almost any messaging system (not
just for OpenMail)
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A realistic business messaging system vses a lot of disks
SOME per uzsr ia not unuaual
QB for S000 wsers!
105 of spindles, decreasing raliakility by an ardar of magrituda
Plan far expanaian!

Mirrori
You zhould plan for dizka to fail, 20 you shoud probably uas mirmaring
fand hot zpares are nice)
Perfarmance tradectf
Sreat for faat dizaater recovery

Striping
Sood far improving 10 performance in a few “hot apota”, but vas thin
atriping [not Bteor aetsar)
Senerally, not neceazary with the bulk of O penhdail data storage,
becavas the a pplication auto matically dossa thia (amdistzerd)

If you're serious, you'll prebably vse an independent disk
array

{e.g. Nike, AuvioRAID, SureStore E Disk Array, EMC), rather
than “JBOD"
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fc:p’rfc:penmc:ﬂf

Static data [mestly binaries) so don't worry about RAID
Fvar/opt/openmail /

Hot spots live herg, so siripe and mirmr

Special freatment of tfemporary data helps [symlink © fstemp JFS

nc:|c:g, re-create {s’remp oneach b::uc:’r:l
fvc:rfc:p’rfc:paﬂmuﬂfdumf

O pentdail spreads dam acress mounted filesystems under here
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Up to this point, we have talked about
resilience against disk subsystem failures

MC/ ServiceGuard proteds against processor
failures

OpenMadil supports both adive/passive and
active/ active MC/ ServiceGuard cluster
configurdations

OpenMail supports multiple running
installations on a single machine, so can load-
share on failure

Also RSF1 for Linux and Solaris (High
Availdability.com)
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B Simple Two-node Example

Hearbaat LAK (LAMD on personaity cord)

phain LAM connaction
LAM 1, onaddifional LAM card pode sepamte hubg

i

dain LAM [nok somesubned)
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2 Active/Passive Example

—
-

¢ Openbdail runs on one machine
¢ Cther machine unused: o hot spare

¢ Expensive
¢ To sove your sanity, contigure both machines identically!
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O] Active/Active Example

——
-

—
-

TN

¢ Openbdail runs on both machines
¢ On failure, remaining machine runs both Cpenbail
services, simultaneously

# Maore taxing on CPU, but disk 1/D = usually the
bottleneck, so not as big o problem as it might appear
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B What if the Disk Array Fails?

e

# Use MirrorDisk/UX to provide physical replication of data
¢ See later tor an additional uss of this configuration
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4. Backup and Disaster
Recovery
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Fast backup
Fast recovery

What about changes since last
backup?

Bombs, etc.
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With a DLT array, OpenMail customers have
reported backup speeds of 150MB/minute

Recovery tends to be significantly slower

To provide “365x7" availability, consider
splifting Iha disk mirror...

omeugpe lit the mirror, omaugeend -r
E-::cku the oﬁjn‘e mirmor i fape

Re-merge the mirror

To provide lightening-fast recovery, consider
adding another layer of mirroring

Uz the oftline mirmor gz a hot backup, obvicting the need
to recover trom tape!




High Availability Messaging & Collaboration: OpenMail & MC/ServiceGuard

ta

OpenMauiil includes the “Archive Server”

Kesps a copy of all messages transported by this
system

Keep the archive logs on a separate
filesystem, inmune fo common-mode
failures of the main message store

Once 'Lau’ve recovered the store, re-
play the archive logs
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What if your data center is destroyed?

Campus-wide architedures are possible, using
MirrorDisk/UX or SAN hardware produds

Can permit physical separdation of severadl
miles between servers




High Availability Messaging & Collaboration: OpenMail & MC/ServiceGuard

ta

Scalable
Flexible
Reliable
Highly-available
Low-cost
Feature-rich
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Openiail

www.hp.com/go/openmail
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