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Goals

• W hen you need to im prove what you have

• Show the available facilities

• Closer look at HA storage



Industry Trend of Availability
Requirem ents

Moderate
(i.e. 12x5 or 8x6; prohibitively high
cost of downtime)

High
(i.e.7x24;irrepairable damage or
exhorbantly high cost of
downtime)

Low
(i.e.8x5;relatively low cost of
downtime)
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Did You Know?

Over half of the
Top 25 Fortune 500
com panies use the

HP e3000

C
ustom

ers

M ore than 90 %  of the 911
system s in the U.S. are
running on the HP e3000*

Solutions on the
HP e3000 are the m arket

leader in the m ail order, credit
union, California K-12

industries

*Populations > 100,000



Technology
•Investigating New Technologies to Increase Data Availability

Process and Procedures
•Standard Solutions for Com m on Business Requirem ents

Service and Support
•Renewed em phasis on processes, support & service

CSY High Availability Strategy



HP Critical System s Support

Fix it Fast

Keep it Running

Build it Right

• Operations Checkup
• Software update
assistance • Proactive system s

m onitoring
• Proactive, preventive
assistance

• Assigned team  of m ission
critical experts

• Specialized technical
consulting

• Quarterly patch analysis
• Change m anagem ent
planning

• Autom ated configuration
tracking

• Rem ote diagnostics
• Im m ediate access to system
recovery specialist

• Im m ediate dispatch of
hardware specialist

• 6-hour hardware call-to-
repair com m itm ent

• Parts logistics and
processes



HP Business Continuity Support

Fix it Fast

Keep it Running
Build it Right

• Operational Assessm ent
• Operating system  update

planning

• Proactive system s m onitoring
• Proactive consulting from

trained experts
• On-site availability technical

review
• Assigned team  of m ission

critical experts
• Close m onitoring of system

abnorm alities
• M onthly patch analysis
• Daily notification of critical

patch/problem s
• Change m anagem ent

planning

• Autom ated configuration
tracking

• Rem ote diagnostics
• Im m ediate access to system

recovery specialist
• Im m ediate dispatch of

hardware specialist
• 4-hour hardware and software

call-to-restoration
com m itm ent

• Perm anent solution within 14
days

• Accelerated, custom ized
escalation process

• R& D m obilization
• Dedicated, actively m anaged

inventory



Availability Investm ents



HP e3000 High Availability Pyram id

HA System
•  True-Online Backup Utilities
•  Subsystem  Dum p Facility
•  User Volum es and M irrored Disk/iX
•  Data Protection Thru Support of  RAID Devices

New Technology

Basic System
•  Operating System  Reliability
•  File System  Resiliency
•  Transaction M anagem ent

Disaster Recovery Environm ent
•  SharePlex/iX from  Quest Software
•  XP256 with Business Copy and Continuous Access
•  EM C with Tim eFinder and SRDF



High Availability Continuity Roadm ap

1995 1998
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M irror Disk Solution (user Volum e Set))

EM C SCSI

M odel 10

Beyond 2000

M odel 20 SCSI

XP256

FC
Array

Cascade
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12H



Taking a Closer Look at the ...

BASIC System



Basic System

•One of the Best Single System  Availability

•Standard with every HP 3000

•Low cost, high perform ance solution

•Strong system  availability
without the need for add-on products



Basic System  Features

• PA-RISC based architecture

• Error correcting hardware (cache, bus, etc)

• Disk drive reliability (sector atom icity)

M PE/iX O perating
System

HP PA-RISC
Hardware

•M PE/iX Threshold M anager

•File System  Resiliency (KSAM , User Volum es,
  I/O subsystem , Im age/SQL)

•M PE/iX Transaction M anager (XM )

•User Volum es

•Im age/SQL dynam ic detail expansion

•Utilities (set clock, contig vol… )

•Faster Boot Tim e (Dum p, spoolfile parallel recovery)



Do I need the next level?

If you answered yes to any of these
questions, consider upgrading to the
High Availability System.

• Is availability necessary for meeting your
operational requirements?

• Are your availability goals higher than what you
are actually achieving?

• Is your cost of downtime prohibitively
  expensive?
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Annualized System  Availability
                Unplanned Events

Unplanned Event

O/S Failures or
Hangs

SPU Hardware

Networking

Operator Error

Total Unplanned
Downtime

Frequency of events
experienced per year

# HRS down
per event

Recovery time
to “:” per year

Recovery time
to application
prompt



Annualized System  Availability
               Planned Events

Planned Event

Configuration
Changes

Partial Backup

OS Install or
Update

OS Patch

Total Planned
Downtime

Frequency of events
experienced per year

# HRS down
per event

Recovery time
to “:” per year

Recovery time
to application
prompt



Taking a Closer Look at the ...

HIGH Availability
System



High Availability System

•  Expedient recovery from  disk
    failures

•  Fast recovery from  system  failure

•  Continuous access to data

•  Online backup



High Availability Features

•TurboSTORE/iX II Online Backup

•M irrored Disk/iX

•High Availability disk arrays

•AutoRestart/iX

Add-On Products for High Availability



M oving to the next level .....

• Do your availability goals align with a 24x7
operation?

• Would you suffer irreparable damage if a
disaster hit?

• Do you find you are not achieving that level of
  availability?

If you answered  YES  to any of these questions,
consider upgrading to the SharePlex/iX-NetBase
System and/or XP256.
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Taking a Closer Look at the ...

Disaster Tolerant
System



Disaster Tolerant System

•  Disaster recovery

•  Load balancing

•  Horizontal growth path

•  Full system and application
   redundancy

•  Unlimited geographical distances

•  Maximized efficiency of system
   capacity and availability



HP SureStore E Disk Array XP256



XP256 Feature Set

• Environm ental
Sm all footprint and disk capacity at 9Terabytes

• Heterogeneous Hardware Support
The cabinet can be shared am ong m ultiple m achines running M PE/iX or HP-UX
or any other operating system . (Shared hardw are not shared data)

• High Availability Features
Protection of data thru RAID algorithm s
Ability to hotswap com ponents
Support of Business Copy and Continuous Access

• Support
The XP256 cabinet is configured to “phone hom e” when errors are detected. HP
will then contact the custom er, fix the problem  online or dispatch a CE.



Disaster Tolerant System  Features
(Software)

•   SharePlex/iX-NetBase Bundle
Shadowing (IM AG E/SQ L, ALLBASE/SQ L*, flat file,
KSAM )
Network File Access (NFA)
NB Spool
AutoRPM
Statistics

•   SharePlex/iX-NetBase Shadowing
      Shadowing (IM AG E/SQ L, flat file, and KSAM )

Disaster
Tolerance,
7x24



Incorporated in MPE/iX
• MPE/iX Threshold Manager
• Software Resiliency (KSAM, user volumes,I/O

subsystems, Image/SQL DB)
• Utilities (set clock, contig vol, set counter, etc.)
• MPE/iX Transaction Manager (XM)
• Disk drive certification (sector atomicity)
• PA-RISC based architecture
• Error correcting hardware (cache, bus, etc)
• Faster Boot Time (Dump, spoolfile, parallel

recovery)
• User Volumes
• Memory Page Deallocation

Products for HA
• AutoRestart/iX
• High Availability peripheral cabinets
• 12H Disk Arrays (AutoRAID)
• XP256 Disk Arrays

• Mirrored Disk/iX
• SharePlex/iX-NetBase Shadowing
• TurboSTORE/iX II Online Backup
• Image/SQL dynamic detail expansion

• PSO/SSO (Disaster Planning/Recovery services)

• Business Continuity Support

Sum m ary:
Current Products and Solutions



Taking a Closer Look at  ...

Under Utilized
Facilities



M PE/iX Volum e M anagem ent

System
Volume Set Finance Production Development

HP e3000



SUBSYSTEM  Dum p
System  Abort Strategy

User Application

Intrinsics

File System
Internals

MPE Internals

System Abort

Reboot  the
System

HHPhp12hpHPab



SUBSYSTEM  Dum p Design

User Application

Intrinsics

File System
Internals

MPE Internals

SSDUMP

SSDump KSO

Handle  to Virtual Space

SSDump Process

Create empy files
and save them to
disk when dump is

complete.

SSDUMP

Rules File

SSDUMP

Utility Program

SSDump Files

Dump
Reader

Post to Disk
11

22
33

44

55



Taking a Closer Look at the ...

DISK Storage
Systems



Hierarchy

Additional
Fault Tolerant

Features

Storage Systems Cost
Data Availability

Redundant Disks

Disk Arrays

Disk Storage Systems
JBOD



M irrored Disk/iX

Host
System

Data Disk
One

Mirrored Disk
One

Mirrored Disk
Two

Data Disk
Two

Pros: Fast

Cons: 50%  disk capacity



Raid Level 0

Host
System

Disk Array Controller

Data Disk Data Disk Data DiskData Disk

16K Write

Four 4K
Writes

Pros: Fast

Cons: No data protection



Raid Level 1

Host
System

Disk Array Controller

Data Disk
One

Mirrored Disk
One

Mirrored Disk
Two

Data Disk
Two

Pros: Fast

Cons: 50%  disk capacity



Raid Level 3

Host
System

Disk Array Controller

Data Disk Protection
Disk

Data Disk Data Disk Data Disk

Pros: Not as fast as RAID 1
           but m ore capacity

Cons: 25%  disk capacity



Raid Level 5

Host
System

Disk Array Controller

Protection
Data

Data

Pros: Not as fast as RAID 3
           but m ore m ore capacity

Cons: 20%  disk capacity



HP SureStore E Disk Array 12H



http://enterprisestorage.hp.com/products/disk_array/autoraid/810163.pdf

Perform ance Hierarchy

HP e3000

RAID 5

RAID 1
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 DKU Disk Frames

DKU Disk Frames

DKU R2

DKU R1

DKC

DKU L1

DKU L2

Disks

Control Frame
DKC

XP256 W ireFram e



SCSI

SCSI SCSI

Business
Copy

Rem ote Control PC
used to control Business
Copy and/or Continuous
Access

   UV                   UV

    OS                   OS

M PE/iX Business Copy XP



ESCON is used to
link to the rem ote
XP256. The m ax
distance is 3Km
without repeaters
and 43Km  with
repeaters.

SCSI

Business
Copy

Rem ote Control PC
used to control Business
Copy and/or Continuous
Access

System  A System  B

UV

OS

UV

OS

UV

M PE/iX  Continuous Access XP


