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$1800

The estimated cost of down time per second
for an e-business




[ Seconds

The amount of time 1t takes to click over to a
competitor’s web site



“Top 3" E-Busi ness (nj ectives
for |I'T Managenent

1. Avalilability
2. Avallability
3. Performance



Downt i ne Bad News for e-
busi ness

FRAN TECH MEWS NOW AmeriTrade, Waterhouse Lose Online Trading
eBay outage going, going ... gone? NEW TC
The largest online auctioneer says its outage

has been traced back to Sun Microsystems
software -- and that a fix is at hand.

ers) - Equipment falures at AmeriTrade and
“Water 1 1
Thursday, a ¢

DRELAKI

June 11_..

eBay officials say they expect the site
back up and running "before the sun

down." Current quotes (delagred 20 mins )




Downt i ne Adds Up

2.8 hours per week
$39, 950 per

$5, OO@,OWOO per
year Source: MERIT Project



Downt i ne Costs Add Up

Anerica Online

August 1996 CQutage: 24 hours
Mal nt enance/ Hunan Err or

Cost: $3 million in rebates

E*Tr ade

February 1999 through 3 March 1999
Four out ages

Cost: 22 percent stock price hit on 5
February 1999

eBay

June 1999 outage: 22 hours OS Failure
Cost: $3 mllion to $5 mllion revenue
hi t

26% decline in stock price



Costs of Downti ne

Source: Gartner Group and Contingency Planning Research

Building the Connected Enterprise



Dat abase Availability

The dat abase Is the nost
| nportant conponent 1 n the
appl i cation stack

-~ Dat abase controls critical
busi ness dat a

—~ Critical business data i s
| rrepl aceabl e

— Dat abase can nask | ower | evel
failures from applications

Or acl e dat abase has been
architected to ensure:

- Application data availability
— Application data consi stency



Aval l ability Substructure
The Means To The End

There are three fundanental conponents of
application availability

_ Reliability

e The ability of the application to avoid or
mtigate failures

- Recoverability

e The ability to reestablish application
availability in a tinely nmanner once a
failure has occurred

— Continuous Operation

e The ability to perform mai ntenance and
recovery operations while the application
s i n production, and online

The Oracl e8I architecture address all three
conponent s



H gh Availability Spectrum

System Fault
Protection

Data Loss
Prevention

Disaster
Recovery

Continuous
{online)
operation

Problem
Resolution




Cont | nuous Operation Spectrum



Di saster Recovery Spectrum
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Decreasing Downtime In Disaster Scenario



System Fault Recovery Spectrum




Causes Of Unplanned Application Downtime

Application Downtime

Unplanned Downtime

il

Software Failures

= Operating System

— Database

Middleware

Application

Network

Hardware Failures

CPU

System

Memory

Power Supply

Bus

Peripherals

Controllers

Network

Power

Operator Error
User Error
DBA

System Administrator

Sabotage

Power Failure

z System Fault or Crash

One of the most common
causes of application downtime
IS a system fault or crash
— Faults have many causes:
hardware failure, power failure,

operating system crash, Oracle
crash, ...

Oracle automatically recovers
business data to a consistent
state after a system fault by
performing fault recovery

Oracle8i introduces a new
recovery architecture called
fast-start fault recovery that
makes recovery time rapid and
predictable



Fast-Start ™MFault Recovery

Ar chi t ect ure

Fast-Start Fast-Start Roll Back

Checkpoi nti ng bounds elimnates the delays
the roll forward associated wth the roll

back phase of recovery
phase of recovery . .
- New transactions begin

- Patented Fast-Start i medi ately after roll
checkpoi nting forward conpl etes
al gorithm - New transactions wll
conti nuously advances rol | back changes to the
t he recovery point as specific rows that bl ock
t he dat abase i s their progress
updat ed Cther rows and

_ DBA specifies an transactions roll ed back

in parallel in the

upper bound on the backgr ound

tine that roll

forward recovery - Long running
shd ' d take transactions—ac | onger
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Relative Performance

Enhanced 44
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Near | nst ant aneous Fault

Recovery

Fast-Start Recovery Time
versus Performance

(@

200 400 G10]0)

Recovery Time (seconds)

800

Wor st case high
CLTP wor kl oad
W t h concurrent
| ar ge bat ch
operati ons

- Recovery tine
reduced from
over 13 m nutes
to 19 seconds!

Adm ni str at or
chooses
appropriate
recovery tine to
meet busi ness
obj ecti ves



Aval l ability H erarchy

Clustering Elimnates Single Points O
Fai |l ure

Transparent
Application
Failover

%
J
B




Boundi ng System Repair and

Rest art

Recovery wwth Cold Fail over

Heartbeat

Shared Disk
Separate Databases

Restart Oracle on a
spare node in the
cl ust er

Only one system can
nount a dat abase at
any one tinme

Systens vendors
provi de col d
fall over sol utions

Oracle Fail Safe on
W ndows NT

Renove tine to
restart or fix
system from

V N NN T /NY \/



Oracle Fail Safe

Recovery wwth Cold Fail over

Si npl e aut omat ed
Heartbeat fail over solution for
two node NT clusters

— One node backs up
anot her node

- When a failure occurs,
t he dat abase wor kl oad
IS noved to the
survi vi ng node

Uses M5 Cl uster Server
( AKA Wl f pack)

Sinple to adm ni ster

- Oracle provided full
function GQJ for
adm ni stration

Shared Disk
Separate Databases




Uni x “Fall Safe-Li ke”

Sol ut1 ons
Recovery wwth Cold Fail over

Most Uni X system
Heartbeat suppliers offer Fail
= — Saf e-11 ke sol utions

- I BM HP, NCR, S4,
Sequent, Sun, etc.

Functionality

— One node backs up
anot her node

Shared Disk
Separate Databases

- Storage subsystemis
shared bet ween nodes

- When a failure occurs,
t he dat abase wor kl oad
1S noved to the
survi vi ng node

— Inplenentation
specific tuni ng and



Boundi ng System Repair and

Rest ar t
Recovery wth Warm Fai | over

Fal | over connections to a peer
node in an Oracle Parallel Server

cl ust er

Pre-war ned buffer cache for
pett er perfornance

Reno
fro

Shared Disk and
Database
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Oracl e Parall el

Server

Recovery wth Warm Fai | over

Oracl e Parall el
Server provides the
ability to build
application platforns
fromnultiple systens
that are cl ustered

t oget her

To avoid a single
node failure, causing
application downti ne,
use Oracl e Parall el
Server

- Elilmnates a node as
si ngl e point of
failure

Al l Aawvane Aannl At 1 ANnNce



Boundi ng System Repair and

Rest ar t
Recovery wth Hot Fail over

Preconnect to a
peer node I n an
OPS cl uster

Use preconnect ed
backup
connection in

t he event of
failure

Renoves tine to
connect from
recovery

W t hout
preconnect, it
can take several
m nutes to

Shared Disk and
Database



Aval l abili1ty Demands O
Today’ s Applications

Today’s I nternet, OLTP, and Data

WAr ehousi ng appl i cati ons nmandat e

t hat everything be online all the
time

New knowl edge wor kers have i ncreased
dependence on dat abase applications

We have entered the self service world --
there are no | onger internediaries between
| Nn- house systens and custoners

Every hour of the day, custoners sonewhere
In the world wll be accessing your
syst ens

| f you're applications and data are not
avai | abl e, you are not online, your -
custonmers know it, and you are not making



The Chal | enges of Hi gh
Aval lability Data Servers

Too nmany high availability
opti ons

H gh availability currently
compl ex to achieve. You nust...
- architect a configuration
— 1 npl enment the sol ution

- performextensive testing to
verify...

e conponent s coexi st
e failure scenari os

26



H gh Availability Methodol ogy

Prevent

Prevent failures before they happen

¥

Detect

Det ect obvious and subtle failures

¥

Capture

qui ckly

Capture diagnostic infornmation

¥

Resume

¥

Analyz

o

\ 2

Resune services to end users
qui ckly, and

wth m ninal
di sruption

. 27
Anal yze failures to prevent




Oracle Parallel Fail Safet™

Based on Oracle8 and Oracle8i
- Oracle’s highest-end HA database configuration
— Included with Oracle Parallel Server Option
Rapid and predictable recovery from system faults
- 10X improvement in server failover
Fast deployment
- Pre-configured, pre-tuned, pre-tested
Developed in conjunction with Hewlett-Packard
- Foundation platform for HP’s 5Nines Program
- Year of development, integration and testing
- Pilot installations at several customer sites



Oracle Emall Runs on OPFS
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Rel i abl e and
responsi ve Enmai |

servi ces
- 40, 000+ users
wor | dw de
- Using O acl e/ HP / %
E- Busi ness e O acl e8i =
Continulity = - ES—
Pl atform ai O acle Mil aa
— Server =
Reduced cost s ii O acl e Parall el a?

_ Fai | Safe
— Consol i dated 97

servers to 2 HP HP V2
V-cl ass servers

Savi ngs:
$11M vear
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Parall el Fail Safe Conmponents

Pre;(ent Tested and Certified Configurations
De;:ct Fault Detection Agents
Capvture Fast Diagnostics Capture

Resume Rapid Cluster Failover

V

Analyze Offline Analysis of Faults




| ntelligent Automation

Prevent

¥

Detect

¥

Capture

¥

Resume

¥

Analyz

\ 2

Al'l conponents provide
Intelligent autonmation
for their functions

- Provides faster,
unatt ended operati on

—- Reduces chance of human
error inpacting the
processes

Intelligent Automation

31



Preventi ng Downti ne

Prevent

Oracle Parallel Fail Safe
provides certified configurations
t hat have been extensively tested
to ensure nmaxi nrum availability

- Primary/ Secondary cl uster

configurations provide no single
point of failure

- Oracle Parallel Server provides
conti nuous service after faults

- Configuration validated through
conprehensive fault injection

testing
Graceful planned failovers
m nimze disruption due to 32

Dl anned nAl Nt enance



Parall el Fail Safe
Conf 1 guration

Prevent

Primary Secondary

- Oracle Components - HP/EMC Components
33



Oracle Parall el Server
provi des Key Benefits

Prevent

Oracle Parallel Server provide
t he best possible protection
fromfaults

- Primary/ Secondary node sinplifies
configuration and operation

- Faster and sinpler than cluster
failover

e resources don’'t need to be
fail ed over

e fast I nternal detect on
| nstance failure

* No part of the system needs to
be started for fail over

- Fail back 1s optional (no planneds,
downti ne for reconnects)



Fault Detection Agents

Detects hard fail ures
- Hardware, OS, or Database crash

Detects soft failures
- Hangs
-~ Degraded Perfornmance
— Partial Failures

SQL | evel nonitoring ensures
end-to-end availability

Detect

Aut omat i cal ly neasures uptine

Tight integration wth OS
cl uster services

35



Capturing D agnostic Data

Capture

In the event of a failure, the
Oracle Parallel Fail Safe w |
automatically and quickly
col l ect diagnostic data

| ntelligent agents capture
rel evant state only to so
recovery can proceed quickly

The di agnostic data can often be
used to performroot cause
analysis on the failure to
prevent 1ts recurrence

Reduces the need to recreate
pr obl ens

Capturing data aIIows for 30
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Resum ng Servi ce

In the event of a failure of the
primary I nstance, Oracle Parall el
Fail Safe wll quickly swtch
over to the standby I nstance

- No need to fail over vol unes
-~ No need to restart Oracl e

- No need for Oracle to re-open
datafil es

- Surviving instance wll perform
recovery

- Recovery is fast and predictable
Client Applications can

automatically reconnect to the
|1 ve server

Resume

37



Resum ng Servi ce

Parallel
Fail Safe

Active

Resume

R
EMC or HP
Storage

T 38



Fast-Start Checkpolints

Resume

Oracle 8.0.6 provides Fast-start
checkpoi nti ng

Qotimzes roll forward recovery by
continually and increnentally
advanci ng the checkpoi nt position

- Roll forward is nmade snooth, rapid, and
predi ct abl e

Aut omati cal |l y adjusts the checkpoi nt
wite rate to neet a specified roll
forward target

| st

il

ors are full
1Lz

39



Anal yze

Oracle Parallel Fail Safe
provides a holistic solution to
qui ckly recover from probl ens and
prevent recurrence in the
future. ..

— automatically capture diagnostics
data when fault encountered,
| ncl udi ng | ogs, bl ocks, | ocks,
process states

— provide tools to anal yze dat abase
hangs to determ ne the cause of the
condi tion

- analysis tools can send di agnostic
Analyz I nformation to the Oracl e support
e center

40
Anal vsi s perforned offline--after



OPFS Summary

Prevent

¥

Detect

¥

Capture

¥

Resume

¥

Analyz

\ 2

Oracle Parallel Fail Safe takes
the conplexity and risk out of

bui | ding highly avail abl e data
servers

- Pre-packaged
- Pre-configured
- Pre-tested
Parall el Fail Safe provides the

hi ghest possible availability
for off-the-shelf applications

Hol i stic solution addresses all
aspects from prevention through
anal ysi s

41



SOFTWARE POWERS THE INTERNET

SI gn-up now for
FREE e- busi ness
Continuity kit

http://ww. oracle.conm co
ntinuity



