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Overview of Presentation

! The P2P Industry
! Definition of what we mean by P2PC
! Overview of P2PC Computing History
! Open Source Activities regarding P2P
! P2PC Business and Application Models
! Potential for P2PC in HP

– Idle CPU measurements
– Comparison using industry benchmarks
– Millipede – Demonstration of P2PC implementation in HP



Peer-to-Peer Industry



What Is Peer-to-Peer Computing?

! Distributed Computing
– Remote execution of applications
– Remote computer is usually a

dedicated server

! P2PC is a subset of Distributed
Computing

– Still remote execution of applications
– Central server not responsible for

processing power – that exists on
other computers, usually on the fringe
of the Internet cloud

– Uses spare processing power



Overview of P2PC History
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P2PC Open Source Activities

! Sun JXTA - www.jxta.org
– Announced in February, 2001, beta released April, 2001
– Applies to the whole P2P industry
– Provides a set of “APIs” that simplify the development of all

types of P2P applications
– JXTA Objectives (from Project JXTA: A Technology Overview)

! Interoperability
! Platform Independence
! Ubiquity

– Not specific to P2PC



P2PC Open Source Activities

! Intel P2P Working Group - www.p2pwg.org
– Objective is to “facilitate and accelerate the advancement

of infrastructure best-known practices for peer-to-peer
computing.”

– Wide industry participation, starting August, 2000.
– Released a set of “API”s called PtPTL – Trusted Library

! Provides security APIs
! Provides simple network and OS support
! Portable to both Win32 and Linux

– Not specific to P2PC, even though the working group uses
the term peer-to-peer computing



P2PC Business Models

! Philanthropic (mainly scientific)
! Provider (of CPU resources)

– Direct payment to top CPU providers
– Prizes, drawing, sweepstakes
– Reverse Incentive

! Consumer (of CPU resources)
– Grid of CPU cycles available for purchase
– Can exist inside or outside the firewall



P2PC Application Models



How to view your own spare CPU
capacity

• Press CTRL-SHFT-ESC to
bring up the Windows Task
Manager.

• Click on the Processes tab.
• View the System Idle

Process and its associated
CPU Time.

Process

Idle: 4 hours, 36 minutes

The System Idle Process is
executed while your CPU is
not busy doing something
else.



Overview of Idle CPU Measurements

! 88,167 CPU readings from 46 computers over a period of
two weeks.

! Users are typical knowledge workers using MS products
! Readings occurred every 10 seconds between 8:00 am and

5:00 pm, starting when the user booted up their computer.

" Lowest system average utilization – 0.25%
" Highest system average utilization– 29.37%
" Standard deviation - 6.85%
" 7.93% Average CPU utilization overall



Details on Idle CPU Measurements

" Overall view of idle
measurements
100% utilization represents a 100%
busy CPU

" CPU utilization breakdown
• <1% CPU utilization accounts for

45% of ALL readings
• <10% CPU utilization accounts

for 82% of ALL readings



Industry Benchmarks

! Standards Performance Evaluation
Corporation (SPEC)

! Benchmarks (CPU2000, CPU95) - provide a
comparative measure of compute intensive
performance on various CPUs.

! Useful as a starting point to roughly determine
available capacity among various CPUs.



Industry Benchmark (data)
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P2PC Comparison Formula

= countS1

perfS1 / perfS2 * %AV * %RC

1

" countS1 = number of “S1” systems required to equal
performance of “S2” system

" perfS1 = performance of S1 system

" perfS2 = performance of S2 system

" %AV = percent of idle CPU time available on S1

" %RC = percent of idle CPU time able to be harvested from S1

How can you compare one CPU performance to another?



P2PC Comparison Example

= 232 Pentium 166’s
5.6 / 586 * .9 * .5

1

Question:  How many 166Mhz Pentium’s would it take
to equal the performance of a 1.7Ghz Pentium 4?

" perfS1 = 5.6
" perfS2 = 586
" %AV = 90% available CPU cycles
" %RC = 50% harvestable CPU cycles

= countS1

perfS1 / perfS2 * %AV * %RC

1



Millipede
A Demonstration of P2PC Implementation at HP

! Runs plug-in applications
! Real-time application deployment
! Policy-based security model
! Runs on any Java-enabled system



Millipede
Desirable Attributes

! Extensible
! Rapid deployment of applications
! Secure
! Heterogeneous
! Cost effectively runs plug-in applications



Millipede
Architecture
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