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Sum m ary

M anaging service levels in today’s
business clim ate is tightening the
requirem ents of the defined service. No
longer is the availability of a system s
environm ent the prim e characteristic.
Service levels m ust now also include
response to changes, tim e fram e of
response and tim e fram e of resolution
and com pletion. In addition service
levels m ust be m ore predictable, have
established lim its and be statistically
m easured and reported.

These new requirem ents are the typical
m easures the client uses to m easure
their business perform ance. It m akes
sense that the service you provide be
m anaged and m easured in sim ilar
fashion.
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Defining Service Levels

W hat is a service level agreem ent?

• SLA – A service level agreem ent defines the
boundaries of service delivery for clients.
M uch of the focus of the last decade has
been on system  availability. Reducing single
points of failure, clustered system s, and
resilient system s are all well established
m ethods of im proving service to clients.

• Typical Characteristics – A service level
agreem ent needs to identify the boundaries
of service delivery and identify the critical
m etrics to be m easured. These are detailed
descriptions that clearly define what service
will be provided. W hat is not included in the
service is as im portant as what is included.
No deliverable should be left to interpretation
by either party.
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Defining Service Levels

W hat is a service level agreem ent?

• Typical Characteristics of an SLA –

– Basic Services
Service M anagem ent and Review
Reporting
Notification and Escalation M anagem ent
Call M anagem ent
Event Detection and Notification
M onitored Processes and Events

– System s Operations
File System  Backup and Restore Operation
Production Job Scheduling
High Availability
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Defining Service Levels

W hat is a service level agreem ent?

• Typical Characteristics Continued –

– System  M anagem ent
Reactive Perform ance Support
Perform ance Data Collection and Reporting
Perform ance Trend Analysis
System  Fault Isolation and Resolution
System  Preventive M aintenance
System  Configuration and Support
Printer Definition and Subsystem

M anagem ent
System  Security
User Adm inistration

– Database Operations 
M onitored Database Events

– Application Operations 
M onitored Database Events
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Defining Service Levels

W hat is a service level agreem ent?

• Typical Characteristics Continued –

– Com puting Environm ent and Resources
Hardware Resources
Service Package by Resource
Software Resources
Network Resources

– Services Sum m ary 
Service Boundaries
Service Goals

– Service Level Objectives 
Server Availability
Im plem entation
Server Availability Calculation
Reporting
Exceptions

– Service Fee Schedules

– Fee and Pricing Adjustm ents
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M anaging Change in SLA’s

• M anaging Changes – Change is certain. How effectively change is m anaged
will determ ine the success or failure of a service level agreem ent. There is an
elem ent of trust that m ust be present in both parties to be successful.
Identification of risk is essential for successful change.

• Change Request – A docum ent that describes the reason for a change,
expected tim e fram e for its im plem entation, budget expectations, a
description of the change, dependant resources and functional area. Replies
to the change request should identify com m itm ents to cost, tim e fram e,
environm ent risk, resources, back out plans and any pre-requisites.

• Change Order – An action that is authorized by both parties to im plem ent the
desired result of the change request. Change orders are also subject to
change, via the change request process. It is im portant to note that the
environm ent is m ost vulnerable to im pact during the execution of change.
Therefore proper docum entation, skills, project control and escalation
m anagem ent is essential to success.
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Perform ance M anagem ent

• Key Perform ance Indicators – W hile com pliance with the m etrics in the SLA is
a m inim um  requirem ent, how do you identify a characteristic that drives
continuous im provem ent? Perform ance indicators are  a m ethod to do this.

• Selected Exam ples – W hat follows are som e key indicator exam ples that can
be applied to determ ine progress towards continuous im provem ent.

– Response Tim e - Tim e from  ticket creation to first work being done.

– Pending Tim e - The am ount of tim e the ticket spent in a status other
than working. This tim e is subtracted from  the overall tim e to resolve.

– Resolution Tim e - Tim e from  ticket creation to ticket close, m inus the pending
tim e.

– Bounces - The num ber of tim es the ticket changed status, im pact or
support group during its life.

– Exceptions - O ccurs if the response tim e or escalation tim e (tim e from  ticket
creation to first escalation) exceeds thresholds.
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M anaging Perform ance Exam ples

NETW ORK TICKET
Resolution Tim e Trend Chart

0.0

15.0

30.0

45.0

60.0

75.0
3/

4/
20

01

3/
11

/2
00

1

3/
18

/2
00

1

3/
25

/2
00

1

4/
1/

20
01

4/
8/

20
01

4/
15

/2
00

1

4/
22

/2
00

1

4/
29

/2
00

1

5/
6/

20
01

5/
13

/2
00

1

5/
20

/2
00

1

5/
27

/2
00

1

R
ES

O
LU

TI
O

N
 T

IM
E 

  h
ou

rs
 

Resolution Time

Trend



Page 12

M anaging Perform ance Exam ples

NETW ORK TICKET
Resolution Tim e 7 Day M oving Average
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M anaging Perform ance Exam ples

NETW ORK TICKET
Resolution Tim e Range Chart
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M anaging Perform ance Exam ples

NETW ORK TICKET
RESOLUTION TIM E Control Chart
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M anaging Perform ance Exam ples

NETW ORK TICKET
Exception Count Control Chart

0

4

8

12

16

20

3/
4/

20
01

3/
11

/2
00

1

3/
18

/2
00

1

3/
25

/2
00

1

4/
1/

20
01

4/
8/

20
01

4/
15

/2
00

1

4/
22

/2
00

1

4/
29

/2
00

1

5/
6/

20
01

5/
13

/2
00

1

5/
20

/2
00

1

5/
27

/2
00

1

N
um

be
r 

of
 T

ic
ke

ts
  

- 3 Sigma
Process Mean
+ 3 Sigma
Exception Tickets



Page 16

M anaging Perform ance Exam ples

NETW ORK TICKET
Exception Count Trend Chart
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M anaging Perform ance Exam ples

SERVER TICKET
Bounce Control Chart
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M anaging Perform ance Exam ples

NETW ORK TICKET
Exception Count 7 Day M oving Average
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M anaging Perform ance Exam ples

SERVER TICKET
Bounce Control Chart
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M anaging Perform ance Exam ples

SERVER TICKET
Bounce Trend Chart
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M anaging Perform ance Exam ples

SERVER TICKET
Bounce Range Chart
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Benefits

• Predictable Cost – A service level
agreem ent provides the provider with
effective resource m anagem ent. It provides
the client with a predictable elem ent of costs
above what m ight be considered out -
tasking approaches. An SLA also allows for
rem edy and enforcem ent of the principles of
service.

• Continuous Im provem ent – A service level
agreem ent provides the discipline for both
parties to m ake the changes required to
extend the relationship. It also allows both
parties to recognize the im pact of change
and corrective actions through the use of
Key Perform ance Indicators.

• Im proved Resource Utilization – A service
level agreem ent provide a structure to
reduce com plexity and sets the environm ent
for elim ination of root causes for problem s.
Resources are directed in effective action to
m ake im provem ents and not in repetitive
reactive activities.



Q uestions
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