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psets wth n hp partition ng conti nuum
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hp processor sets (psets)
overv ew

represents agroup d processarsinthe system
represents ascheduing dlocation donmain

prov des a nechan smfa CPUresource nanage nent
prov des CPUresourceisd aionfa apdicaions and users
does na providefadtisd aion
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avalad e Q401

the system may be corfiguredino nore than one processor set




hp processor ses
exan e pset corfigu aion

# 2 # 3

# 4 #5 #6 #7

pset B — for application X

# 8 #9

#10 #11

#12 #13

#14 #15

pset A —for general users

pset C —for dept. Y
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hp processor sets (psets)
fed ures

dynamnc creation dd &ion andrecorfiguraion d psets
dynamc mgation d threads and processes across psets
ownersh p and access pemssonsfa pses
atribuestocontrd psets behav a under dfferent condtions
processors ae assgnedto one pset & ati ne

processes and threads have hnd ngto one pset & atime
systemdef ault pset fa defadt users

Integ aion wth PRM and gang schedu er




hp processor sets (psets)
ben€fits
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e assgn ded caed se&t d pocessarsto asa of apdicaionstotake
advant age o locdity andto prevert it eference bet ween apgdi cai ons

* processor resource partition ng anong dffeent depart nents o user
groups i n an argan zai on

integ aion wth HP process resource manager (PRM and wor k| oad nanager

(WN
ded ca ed processar resouwrces fa ajobin batch process ng
sped d needs can be net

e isdaion d processars can hel p support red-ti me apdicai ons
har dwar e and g af o mi ndependert

e« 11i custoner can use psets on dl ex ging nmuti-processor har dwar e




hp processor sets (psets)
configuration

e dynamic creation of new processor sets
* dynamic deletion of existing processor sets

e dynamic reassignment of a processor from one pset to
another

e any processor (except processor 0) can be reassigned
across processor sets

e need appropriate privileges




hp processor sets (psets)
ownership and access permissions

superuser and privileged group users may perform all pset
operations

every processor set has an owner

users are divided into owner, group and others (similar to
file system)

» there are READ, WRITE and EXEC permissions for users
of each category

user needs READ access to query processor set attributes

user needs WRITE access to change processor set
configuration & attributes

user needs EXEC access to run applications in a
processor set
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hp processor sets (psets)
application binding to pset

every thread and process has binding to a pset
pset binding determines which processors a thread may execute on

pset binding of a thread or process can be changed dynamically with
appropriate privileges

thread or process may further bind to a specific processor or a locality
domain within a pset to exploit locality

all processes with same user id or in same process group can be
migrated to another pset with a single request
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hp processor sets (psets)
application binding to pset (2)

o all threads of a process need not be bound to same pset

 migration of a process to another processor set will result
In migration of all its threads.

e a child process inherits its pset binding from its parent
process on creation.

* new threads in a multithreaded process inherit their pset
binding from the creator thread.
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hp processor sets (psets)
system default pset

the default pset is created at system Iinitialization time
all processors, by default, are assigned to the Default pset

processor 0 is always assigned to the Default pset, and cannot be
reassigned to another processor set

all other processors can be reassigned in and out of the Default pset

the default pset has default values for all attributes, and they cannot be
changed

the default pset is always available to all applications and users in the
system

superuser owns the default pset
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hp processor sets (psets)
dtnbues fa beter management

ownership and access permissions
attempt to remove last processor from a processor set
* migrate workload to default pset
o faill the request
attempt to destroy a busy or populated processor set
* migrate workload & processors to default pset
« fail the request
attempt to migrate application to an empty processor set
o faill the request
processor availability to handle I/O interrupts
« available by default
 redistribute interrupts to other processors in system
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hp processor sets (psets)
user interfaces

pset_create() create a new pset

pset_destroy() destroy a processor set

pset_assign() reassign a processor from one pset to another

pset_ bind() migrate a thread or a process from one pset to another
pset_setattr() change pset attributes

pset_getattr() query pset attributes

pset_ ctl() guery pset configuration

psrset command line interface
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hp processor sets (psets)
pset scheduler impact

psets define new scheduling allocation domains

posix realtime scheduler works on pset boundary

PRM fair share scheduler works in default pset (at least in first release)
gang scheduler works in default pset (at least in first release)

load balancer works on pset boundary

no load balancing by system across psets

system (kernel) daemons are free to run anywhere in the system
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hp processor sets (psets)
why psets when vPars are aval ald e?

vPars are supported oy on newd afa nms (L, Nd ass and Super do me)

each vPar execues as aseparae hp-uxinstance andfedslike a
separa e syssem apgicaionsindffeent vPars needtoinerac through
net wor k ng wth each a her.

psets provide only processor partition ngwthou the nmenory andl1/ O
partition ng wh chis what sone apgdicaions and users need or carefa.

psets are excdlert light-waght dternaive when user cares orly about
processar resour ce partiti oni ng

psets ae noreflex de andlight-wa ght indynamc reconfi gur &i on

an apdicaion can be mmg aedfromone pse to ana her dynamcadly,
whi chis na dlowed wth vPars.

psets prov de apdicaions with 9 nd e syste mi nage ( SSI)
vParsreguresystem managenent asthey are separae systens.
psets aetightlyinegaedwth PRM
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hp processor sets (psets)
further information

e http://www.hp.com/go/hpux

 Information on other hpux features is available at this site
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hp partition ng conti nuum

resource partitions

virtual partitions

hard partitions

flexibility Isolation
dide 20
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pset operations

psel operation permissions

Superuser

PRIV_pset

other users with pset permissions

create pset

YES

YES

N/A (pset is yet to be created)

destroy pset

YES

YES

YES with WRITE permission

reasign a processor
to another pset

source tar get

neat ne et per mssi ons needed

N A(canna have WR TE

def adt non defadt 1 e riss onin default pset)

YES wth WR TE

non defadt | nondefalt | o icq onin both psets

YES wth WR TE

non def adt def adt L
per niss oni n source pset

bind threads

YES with EXEC permission

set pset attributes
(except owner,
group, iointr, and
access permission)

YES with WRITE permission

set owner, group,
access permissions

only the pset owner

enable/disable
iointr attribute

NO

pset_ctr
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