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In 7.0, Hewlett-Packard will i ntroduce si gnificant changes in the HP 3000 I/O

subsystem The new systemwi |l support faster cards and hi gher speed
buses, thus changi ng sone of the old rules about devices per card and
nunber of cards per I/0O channel. The typical systemw || have fewer

card slots, but support nmore disk connectivity.

The HP e3000 system manager nmust deternmine the right mx of cards,
buses and physical disks to get the best performance and minimze
costs. The system nanager nust choose between Raid 1, Raid 5 or
software mirroring to achieve “24X7" objectives that users require.
This session discusses how best to achieve high performance, |ow cost
and high availability with the new I/ O subsystens on the HP e3000.

The foll owi ng di scussion focuses on the new HP e3000 features w thout
getting lost in the gory detail. For nore detailed i nformation, access
the foll owing web sites:
= For new features of the NN and A- class servers, access
conmuni cator articles, new installation and configuration
docunments at http://docs. hp.con
= For details on the new HP e3000 busi ness servers, access
http://ww. hp. com product sl/ npel xserver s|
= Access the HP e3000 Ordering and Configuration Guide at
ttp://ww. hp. coml product sl/ npei xservers/info |ibrary/config orde|
/i ndex. htnm
= As always, you can find nmany inportant docunents on the standard
HP web site, http://hp.com

Summar y

The new N-class and A-class systens have much faster 1/0O buses. The N
cl ass system supports up to a |/O bandwidth of 6.4 GB/second; the A-
cl ass system supports up to a I/O bandwi dth of 1.9GB/second.

The system uses Peripheral Conponent Interconnect (PCl) adapter cards
to conmunicate with disks, tapes and networks. The new machi nes have
from 2-12 PCl slots per system The maxi mum nunmber of slots is sinilar
to the capability of the Series 9x9 system with an 1/0O expander. Only
Series 997/ xxx systens have the ability to have nore slots than the N
Class. Unlike all previous HP e3000 systens, each PCl slot - except two
slots in the A400 - has its own high speed Turbo or Twin Turbo 1/0O
channel running at about 250 MB/second or 500 MB/second. The new system
al so supports a ULTRA2 SCI|I card capable of 80 MB/ second connections to
di sk, unlike the current nmaxi mum of 20 MB/second connections to disks.

Anot her new feature of the N-class PCl slots is the ability to support
multi-port cards that allow the equivalent of two independent SCSI
buses on single adapter card. This allows a N-class system to have up
to 24 SCSI ports, each capable of having fifteen disks for a total of
360 di sks, not counting the core I/O card included with each system

In the past, some systems nanagers had | ow nunbers of devices per
adapter card because of concerns about performance. The faster PCl bus
and support for Utra2 SCSI cards that can transfer data at 80 MB/
second effectively allows nore devices per card w thout fear of
perfornmance degradati on caused by bandwidth limtations. The typical
current high-end OLTP HP e3000 has an aggregate I/ O bandw dth of 2-5
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MB/ second that is the equivalent of 250 — 620 physical disk I/GCs per
second at 8 KB per I/O.  The new N-class systens have an |/ O bandw dth
capability over one thousand tines |arger then current high-end HP
e3000 systens , take advantage of. In contrast, the current N O based
systens have a maxi mum of 4-8 1/ 0O channels at a nmaxi mnum of 32 MB/second
per channel. The N-class has a maxi mum of 6.4 GB/second |/ O bandwi dth
capability versus the current NI O systens maxi num of 256 MB/second 1/0O
bandwi dth in an ei ght HP-PB channel Series 997/ XXX. O herw se, the
l[imt is four channels and a maxi mum |/ O bandw dth of 128 MB/second.

In a heavy OLTP environnent, the savvy HP e3000 system nanager knows
that it is nore inportant to have as nany physical disks as possible
than to worry about the bytes per second bandwi dth of the HP e3000 1/0O
subsystem The nunber of physical spindles has the greatest overall
effect on disk perfornmance. The new N-class and A-class systens
certainly makes |I/0O bandwi dth nmuch | ess of a perfornance issue.

Software Conpatibility with 7.0 and 7.0 Express One

The 7.0 Conmuni cator cites several differences in 6.5 versus 7.0
features, where the focus was support for the N-class and the A-class.
Al of those features are minor (in my opinion), with the najor
features of 6.5 included in 7.0. Express One 7.0 rel ease adds all of
those m nor features to the release, plus adds support for multi-way N
class and nore than 2GB nmenory on the N-class and the A-class. Also
included in 7.0 are large file support, nmenory nanager changes to
support nmore the four GB of nenory and the other scaling features of

6. 5.

Any application or tool that was tested on 6.5 al nobst certainly works
on 7.0 because the PCl support is at the hardware device | evel not at
the intrinsic level (unlike 6.5 where several tools needed changes to
support large nmapped files). A detailed Iist of products/tools that
have been tested/certified for 7.0 can be found at

pttp: 77 ww. hp. conT pr oduct sI7 npei xserver s/ news_event s/ E3000000VSM ht T |

New HP e3000 Acronyns

HVD Hi gh voltage differential — electrical signaling used with SCSI

Devi ces on the HP e3000. Sonetines called Fast/Wde differential SCSI
and what nost of you use for disks on the HP e3000. Nornally runs at 20
VB/ second.

LVD Low voltage differential — electrical signaling used with some of
the SCSI device adapters offered on the N-class and the A-class HP
e3000.

SE Single Ended — electrical signaling used with SCSI device adapters.
CGenerally used with sl ower devices but LVD cards al so support this type
of connections. |If SE devices are on sone bus (wire) as LVD devices
with a LVD type adapter, then the bandwidth is reduced to 5 MB/ second.

Utra SCSI (+WDE) - protocol used to talk between di sks and adapter
cards. When used with 16(WDE) bit connections can provide up to 40
MB/ second bandw dt h between devices and system This is what the HVD


http://www.hp.com/products1/mpeixservers/news_events/E3000000VSM.html

Utra SCSI cards on the N-class and A-class support, but MPE/iX is
certified for 20 MB/ second support only at this tine.

Utra2 SCSI (+WDE) — protocol used to tal k between devices and adapter
cards. When used with 16(WDE) bit connections, Utra2 SCSI can provide
up to 80 MB/ second bandw dth between devices and system These cards
are only supported on N-class and A-class HP e3000 servers.

Twi n Channel — PCl slot in N-class and A-class servers that can support
up to 250 MB/ second of bandwi dth.

Twi n Turbo Channel — PClI slot in N-class and A-class servers that can
support up to 500 MB/ second of bandw dt h.

Mul ti-Port Adapter — adapter card that supports two independent SCSI
buses, equivalent to two separate adapter cards and can support up to
30 devices. Only supported on N-class systens. This type of adapter
card allows the Nclass server to support up to (12*2*15) or 360 Di sks
with twelve PCl slots.

HP- PB Hewl ett - Packard precessi on bus — the bus used to |ink adapter
cards to the next higher performance system bus in HP 3000 systens.

Conparison of PCl with HP-PB

The current systens have 1/O buses that are simlar to the follow ng
figure. There are differences between systenms, but all systens have an
HP-PB bus into which nultiple adapter cards are plugged. The maxi num
speed of the HP-PB bus is 32 MB/ second.
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The new N-cl ass has a nuch hi gher performance 1/0O architecture. The
following figure shows sone of the different types of buses. It is

i mportant to be aware that each of the N-class PCl slots have nore I/O
bandwi dt h capability then the HP-PB design.
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Changes to the MPE/i X I/ O Software Subsystem

The Devi ce Adapter software was rewitten to support the new
cards and run on the N-class and the A-class. The changes are at
a very low level and should not present any inconpatibility with
application software and/ or software tools. Qur tests have shown
that running on 7.0 should be “no problenf if the software
already runs on 6.5 or was changed to work with large files if
mapped file accesses are bei ng nade.

The foll owi ng picture shows how the MPE/i X I/ O software is designed.
Agai n, the general organization of the MPE/i X |/ O systemhas the I/0O
software mirroring the 1/O hardware. There is a specific manager for
each type of hardware nodul e, and an instance of each nanager for each
i nstance of hardware nodule. There are several reasons for this design:

This concept provides for a sinple nanager design. The manager

only needs to know about one hardware nodul e and doesn't need to
know anyt hing i nternal about any other piece of hardware in its

"path' (fromdevice to CPU).

This concept provides for a portabl e nmanager design. For
exanpl e, a disk DM can operate either through the Cl O SCSI DAM DA
or through the NI O SCSI DAM DA wi t hout changes to the di sk DM




code.

System configuration is very flexible. Additional hardware and
software nodul es are easily added to the system

Har dwar e- speci fi c changes are localized. |If a particular

har dwar e nmodul e has a change that requires software nodification
only the software controlling that hardware needs to change (we
hope!) .

The 1/ O software is made nore reliable. Conflicts and

i nconsi stencies can occur if multiple pieces of software contro

a single piece of hardware. Since only one piece of software
controls a particular piece of hardware, it is clear who is in
control and responsible. Software maintenance is centralized
and, therefore, nore reliable. A |ogical change nay only need to
be made in one place rather than spread throughout several pieces
of software.

I/0 Module Relationships
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HLIO -- On the upper part of the slide, the H gh Level 1/O (HLIO | ayer
provi des an abstract LDEV based interface to upper layers of MPE i X
(file systemtype nanagers and storage nanagers). I nformation fl ows
fromHLIOto the LDMs.

LDM -- The Logi cal Device Manager Mdul e accepts requests fromthe HLIO
nodul e and processes information in a non-device specific way. It
t hen passes information to the DM

DM -- Each Device Manager Mdule is devoted to a specific kind of
device. Current DM Mdul e Server Procedures include, but are not
limted to:

SCSI _di sc_dm for Single Ended (SE) SCSI Di sks.
SCSl _tape_dm for SCSI DDS Tapes



SCSl _di sk_and _array_dm for FastWde (FW SCSI Disks and Di sk
Arrays, etc.

The DM does device specific processing and then passes information to
t he DAM

DAM -- Each Device Adapter Manager Mddule is devoted to a specific kind
of Device Adapter Card. Current DAM Mddul es Server Procedures include,
but are not linmted to:

SCSlI _dam for the SE SCSI DA

fwSCSlI _dam for the FWSCSI DA
HvdSCSI _dam for the new PCl DA
LvdSCSlI _dam fro the new PClI DA, etc.

NNO DAMs wll interact directly with the hardware bus.

NIO (Native /O is the Generic PA-RISC Bus. This bus is deened
"Native" as it conplies with PA-RISC |/O Architecture
definitions. GSC+ (Ceneral System Connection) is a high
performance native |/O bus. Currently, this bus is used in sone
systens as a systembus and in other systens, as an

i nterconnecti on bus between the System Main bus and Nl O busses on
ot her systens.

Per f or mance Consi derations Wen Using PCl Connected Devices

Each PIC slot has a very high bandwi dth capability. In the past,
standard configuration guidelines said we supported fifteen SCSI

devi ces (disks) on a single FWD card, but Hew ett-Packard reconmended
ten disks for best performance. In sone configuration tables, only ten
devi ces were recomended; sonetinmes, the docunments inplied only ten
devi ces were supported per FWD card. Wien using SCSI target addressing,
the nunber is fifteen disks. Wien using nulti-LUN addresses, we can
actual ly support something |like 254 devices per card. Currently, the
only devices that support multi-LUN addressing on MPE/i X are the HP
SureStore E Disk Array XP256, XP512 and XP48 subsystens.

You shoul d be aware that all the warnings about performance were based
on heavily | oaded subsystens doi ng sequential copies designed to

overl oad the card for diagnostic testing. You can do 20 MB/second with
the HVD SCSI cards supported on the N-class. If you have fifteen drives
doing forty 1/ 0Os per second of 8kb I/Qs, you would have a bandw dth

| oad of about four-five MB/second, which is nuch | ower than the 20

MB/ second the FWD cards support. The PCl slot into which the adapter
card is plugged now supports 250 MB/ second — 500 MB/ second of bandwi dth
unli ke the HP-PB bus that is only 32 MB/second. The new LVD U tra2 SCS
adapter cards on the N-class can do up to 80 MB/ second. Bottomline is
that you don’t need to worry nuch about how many di sk devi ces you have
per SCSI adapter card. At a mnimm you can go up to ten devices per
card wit hout any performance degradation. In an OLTP environment, you
wi Il bottleneck on the nunber of physical spindles well before the
nunber of devices per card is a factor



Best Di sk Perfornmance

From a system standpoint, the mmjor cause of disk bottleneck issues is
the nunber of physical spindles on a system Disks are nechanica

devices and while MPE/i X does a great job of reducing disk |I/O because
of its GOBAL LRU nenory polices, each disk 1/0 takes 5-25
mlliseconds. Direct menory access tines are in the nanosecond range VS
mlliseconds. Since disks are slow, the best way to optimze disk
performance from a system point of view is to access the disk in
paral l el .

If performance is still wunacceptable, add nmore disks to achieve nore
parallelism The optimm nunber of disk I/QOs per physical spindle is
about 25 percent of a fully utilized disk. For exanple, if the average
access tine of a disk 1/O is 9.5 mlliseconds, then the highest /0O
rate per drive should be (1000/9.5)*.25 or 26 1/0s per second. At 1/0O
rates higher than 25 percent utilization of a disk, wait queues start
to build for each disk and OLTP transactions tinmes are elongated. |If
possi ble, all drives on the system should have about the same 1/O rate
and nultiple programs should be accessing the data on all drives. A
single threaded batch program typically reads or pre-fetches data from
only one drive at a time, so there is little added benefit to having
the data spread over thirty-five disks. A fifty online user OLTP and
batch environnent would benefit greatly if the nunber of physica

spindles the data is spread over were doubled or tripled. The disk
industry is building larger, cheaper disk drives, but the average
access times don't significantly change every time the disk storage
capacity doubl es.

In the past, system mangers purchased their disk storage by determ ning
how much storage capacity they needed, then worried about performance
and high availability. Today, system mangers need to nmake sure they
have enough di sk space and enough di sk performance. A systemw th one
or two high speed 72 GB drives could have better perfornmance, but if
you traded in ten or fifteen 4 GB 5400 RPM Fast/W de drives, your users
will notice. Two 72GB drives with an average access tinme of 7
mlliseconds can do 1000/ 7*.25* 2 or 70 1/ 0Cs per second at 25 percent
utilization. Ten 4 GB drives with an average access tine of 25
mlliseconds (absurdly slow) can do 1000/25*.25*10 or 100 I/ Gs per
second at 25 percent utilization. If your I/O needs are |ower than 70
I/ Os per second, then it doesn't matter what you do. But if you are
I/ O bottl enecked on physical spindle access today, then the extra
bandwi dt h supported on the new PCl based systenms will not help much.

The new N-cl ass and A-cl ass servers have all new SCSI adapters. A
single and a dual port, Utra2 LDVD SE SCSI adapter capable of up to 80
MB/ sec bandwi dth. A single and a dual port, Utra HVD(Fast\Wde) SCSI
adapter capabl e of 40 MB/ second bandwi dth but only certified on MPE/ i X
at 20 MB/second. The dual port adapters are not supported on the A-

cl ass. Access hp.comfor nore information about the new adapter cards.



In summary

The new N-cl ass and A-class systens support much higher 1/0O bandw dth
capability. One Twin Turbo PCl slot on the N-class has up to 500

MB/ second of 1/0O bandwi dth capability which is alnbst twice as nuch as
ei ght HP-PB channel s on the Series 997/ xxx. There should be no
performance problens with the nunmber of disk drives per SCSI adapter on
the New PCl based systens. The same rules for disk drives apply, in
OLTP environnents (all things being equal) it is better for system
performance to as nany physical spindles as possible.
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