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agenda

• product overview

• m anagem ent dem o

• background

• VA array objectives

• fundam entals principles

• firm ware architecture

• IO flow through the firm ware

• RAID Levels

• RAID 1+0

• RAID 5DP

• data layout

• usable capacity com putation

• AutoRAID policies
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Q uick View Stats

VA7100 (Cassini)

• 3 to 15 disks – single enclosure

• rackm ount or deskside

• 1G b/s host and disk FC

• 90M B/s, 12K IO Ps cache, 3K
disk (reads)

VA7400 (Cronus)

• 8 to 105 disks - 6 add-on shelves

• rackm ount only

• 2G b/s host, 1G b/s disk
(upgradeable w/VA7405

• 160M B/s, 30K IO Ps cache, 9K disk
(reads)

Shared
• 3U Rack M ount Enclosure w/15 disks
• Controller and 15 disks in single shelve 
• O ptim ized for 1” m echanism  form  factor
• 18G B, 36G B and 73G B disks, 10 and 15K RPM
• Redundant and hot-plug PS, fans, controller,… .
• Up to 2G Bytes (total) m irrored write cache
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Product overview
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com m and view sdm

Storage m anager for
the VA7000 series



June 28, 2001

file nam e\
file location

Page 6

level 400
training

firm ware

Custom er NDA required

Direct Connect

Sim ple SANs

Switch/
Hub

Heterogeneous Clusters

Departmental
Arbitrated

Loop

SWITCH

HUB

NT

Fibre
Channel

Enterprise-wide SAN
Im plem entation

HP-UX NT
SUN

IBM

com m and view sdm

OpenView
Storage Node
M anager

storage m anagem ent solutions for all
environm ents

                  

                  

HP-UX
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G
raphical

Interface

C
om

m
and

Line

Launcher

jcore

CVUI

jcore

Device Object Host Agent

Command View
Server

D
iscovery

D
atabase

W
eb

Server

Browser

VA7000

Command View
Server

Command View
Client

HTML Client

Fibre Channel
Network

Terminal Emulator
Serial to LAN converter

Ethernet
- rmi
 - HTML
 - jar

Ethernet
- rmi

RS-232

Ethernet

optional

User Interface

Shared with OpenView
Storage Node Manager

Command View SDM
Architecture

SNM P

VA7000

Fibre Channel
- SCSI
- HP VU
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caveats and acknowledgem ents

• this is a sim plified description for the first release for the VA7400 and
the associated firm ware upgrade for the VA7100 – som e tuning is still
in progress, thus this presentation m ay not represent the released
product.

• this release is not final, or perfect.  we know of m any possible
im provem ents to the algorithm s.

• as you learn the internal algorithm s of the array, it will be easy to
hypothesize workloads that can defeat the goals of the algorithm s.
we are interested in specific, actionable feedback to im prove the
system  – please feel free contact m e after this session.

• m any of our custom ers (and others) have a valid concern about the
autom ation designed into this array.  we acknowledge that and are
working on im plem ented traditional array configuration for the va
series.
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virtual array objectives

• lower m anagem ent costs.  storage capacities are
increasing at a faster rate than skilled storage
adm inistrators. products that allow significantly fewer
storage adm inisters will have a com petitive advantage.

• provide superior price/perform ance.  scale the quantity
of arrays to m eet any absolute perform ance (and
capacity) requirem ents – a network m odular arrays

• provide superior availability and software features for
m id-range arrays - m atch or bet the com petition
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fundam ental principles

• RAID 1+0 : best for O LTP/general file system s

• superior perform ance for sm all (<64K)
random   write workloads

• m ost redundancy overhead

• RAID 5DP : best for O LAP and rich m edia

• highest availability

• least redundancy overhead (>5 disks)

• superior (theoretical) sequential read and
write perform ance

• lowest random  write perform ance

• Either RAID level

• equivalent perform ance for random
read workloads

0

0.5

1

1.5

RAID 1+0 RAID 5DP

Random Read
Random Write
Sequencial Read
Sequencial Write

0

0.5

1

1.5

2

RAID 1+0 RAID 5DP

Usable Capacity

Perform ance - Cost - Availability

Perform ance

Capacity

the storage efficiency, perform ance and availability
characteristic vary by RAID level.  a dynam ic system , like a
cache hierarchy, can provide perform ance characteristics
sim ilar to the high perform ance com ponent of the hierarch at
a cost sim ilar to the lowest cost com ponent of the hierarchy.

locality of access - recently accessed data is m ost
likely to be access in the future
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firm ware architecture block diagram

Common:   Background M anager
Locks, Transactions

Job Control

Resource Allocation

Operating System

Event Handler

Topology
M anager

Configuration
M anager

Object
Instantiation

State
M anagement

HotPlug
Sequencer

M emory
Allocation

Stamp
Shut-down

Dual
Controller
Comm

Dual Controller Services

Failover &
Error

Handling
Dual Sync

I2C Queue Services

H/W  monitor, control & services

M emory Test
Services &

Error Handling

I2C
Services

Queue Services
- RPC
- Semaphore
- Datagram

Controller
Enclosure
M anagement

Proc, Trifid,
IOP Init, Test
& Error
Handling

I2C State M gm t
Decoder

Decoder/
Sequencer

Aggregator

Front Panel

RS232State M ngmt/CEM

IOP
Driver

Xport Shell

Driver Intf

IOP
Driver

Xport Shell

Driver Intf

Front-End
••••
••••
••••

PDM

••••
••••
••••

Volume Set
- M aps
- RAID 1
- RAID 5DP
- RDM /JM
- Business Copy
- Policies
- Pstor

Cache

•
•
•

Cache

Volume Set
- M aps
- RAID 1
- RAID 5DP
- RDM /JM
- Business Copy
- Policies
- Pstor

PDM

PDM

PDM

•
•
•

Volum e Set

PDD

•
•
•

JEM

JEM

PDD

PDD

PDD

JEM

JEM

IOP
Driver

Driver Intf

ID Shell

IOP
Driver

Driver Intf

ID Shell

•
•
•

•
•
•

•
•
•

Back-End

remote
controller
through IPC

from remote
controller
through IPC

to remote
controller
through IPC

Controller 1

Controller 2Controller
1

Controller 2
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VA7000 IO Flow

Front
End

Volum e
Set

Back
End

IP
C

Front
End

Back
End

7100 Normal

7100 Back End Error

Backend Failover
- disk by disk
- assign on lip

Volum e
Set

VA7400 Normal
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RAID 1+0

• striped and m irrored

• tolerant to som e dual failures

• even num ber of disks in PEG

– left or right (just one) logical disk critical

• odd num ber of disks in PEG

– both left and right logical disk critical

• disk m apping (left or right) not visible to outside array

0 1 0

X0 X1 X2 X3 X4

Disks

PEGs

PEX
0 0' 1 1' 2

2' 3 3' 4 4'

5 5'

0 0' 1 1'

2 2' 3 3'

4 4'
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X0 X1 X2 X3 X4

Disks

PEGs

P Q

P Q

P Q

P Q

P Q

P Q

P Q

P Q

3 4 5
PEX

6 7 8

0 1 2

9 10 11

21 22 23

12 13 14

15 16 17

18 19 20

Calculation of P and Q
P = p0x0 + p1x1 + p2x2
Q = q0x0 + q1x1 + q2x2

Single correction using P
P = x0 + x1 + x2
x1 = P + x0 + x2

Single correction using Q
Q = q0x0 + q1x1 + q2x2
x1 = q1

-1(Q + q0x0 + q2x2)

Double correction => two equations in two unknowns
P = p0x0 + p1x1 + p2x2
Q = q0x0 + q1x1 + q2x2

RAID 5DP

• N+2 rotating error
correction - sim ilar to RAID 5

• P is XOR (parity)

• Q is reed–solom on ECC coding

• sim ilar to RAM  and disk error correction codes

• Q = ‘linearly independent’ of P

• tolerant to double failures – two equations in two unknowns

• all in hardware – as fast as XOR

*W hite paper available on
ESP on RAID DP and data
protection
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Region

data layout

PEX (4M B)

1
6
 C
lu
s
te
rs

128 Sectors = 64K
1 Sector = 512 bytes

RB/Cache Page
PEX
4M B

Disk

256K

Cluster; m inim um
space allocated to a

LUN

Cluster - 4 RBs

PEG
PEX stripe in Region Either
RAID 1+0 or RAID 5DP
RAID 1 requires 2 PEXs

RAID 5DP requires 4 PEXs
0’0 1 1’ 2 2’ 3 3’

10 2 3 4 5 P Q

1’
0

2
0’

2’
1

RAID G roup(RG )
Redundancy Group

Volum e Set
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Regions

RAID 1 only
region

usable
capacity calculation

Im
a
g
e
 A
re
a

Im
a
g
e
 A
re
a

Im age Area:
3GB or 768 PEXs on
each of tw o disks

Disk
Not full PEX,
not used

Active Hot Spare Disk
capacity, if selected

78 PEXs are excluded
from  m ax usable

calculation

PEX
4M B

1
2

1’
2’

9’9 10 10’ 11 11’ 12

1716 18 19 20 P Q
1312’ 13’ 14 14’ 15 15’

10%  of the
available PEXs

3 3’
4 4’
5 5’
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the ‘real’ data layout

• it’s dynam ic - based on workload and rules (policies)
of the gam e

• VA7100 has 1 Redundancy Group (RG), VA7400 has
2 RGs

• disks are assigned to RG by initial enclosure slot
location - odd/even

• once assigned to RG, disk can be m oved to new
slot, but will not change RG

• m ore odd slots than even slots

• LUNs will be assign to a RG at LUN creation tim e

• each RG is like a separate array
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the basic gam e

• LUN creation reserves space from  available clusters

• ‘new writes’ (space not previously allocated) cause
allocation of physical space (cluster)

• array fills with new writes

• reads do not cause data m ovem ent – read in place

• re-writes always occur in place (to the sam e cluster /
RAID level)

• policies m ove clusters between RAID levels or disks

Sector – 512 bytes
RB/Cache Page – 128 sectors, 64K

Cluster –4 RBs, 256K
PEX - 16 Clusters, 4M B
PEG – stripe of PEX’s

perform ance - availability - cost
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the policies

• data placem ent – the rules on where data is written

• m akespace – creates m ore free-space to allow a new-write to
com plete - foreground conversion of clusters from  R1 to
R5DP

• optim ize – creates m ore free-space for future new-writes or
prom otions by m oving inactive write data to R5 - background
conversion of clusters from  R1 to R5DP

• prom ote – get clusters that are recently written random ly to
R1 - background conversion of data from  R5DP to R1

• balance – re-distributes data after new disks are added -
extend PEGs

• rebuild – rem oves failed disk from  RG - shrink PEG s

• scrub – tests and corrects latent un-recoverable disk errors -
read every sector

Sector – 512 bytes
RB/Cache Page – 128 sectors, 64K

Cluster –4 RBs, 256K
PEX - 16 Clusters, 4M B
PEG – stripe of PEX’s
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RAID state diagram

RAID 1 re-W rites

RAID 5 re-W rites

Free PEG s
(no RAID)

Optim ize 
and  m akespace

O ptim ize
and

m akespace
(Defrag)

New  writes 
(new  Peg)

Sequential 
new w rites

Random   new
writes

Prom ote 

And Prom ote

Balance
(new  disk)

and Balance

RAID 1

RAID 5DP

Free Clusters
(in RAID)
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data placem ent

• ‘new writes’ - assign free clusters to a LUN

• RAID 1 if <64K write

• RAID 5DP (stripe extending write) if :

– LUN capacity will eventually need R5DP

– >= 64K; Cache will gather sm aller IOs into clusters

• re-writes (a previously assigned cluster)

• always to sam e cluster (re-write in place)

• write tim e stam p - the controller ‘rem em bers’ when a
write to a cluster occurs

Sector – 512 bytes
RB/Cache Page – 128 sectors, 64K

Cluster –4 RBs, 256K
PEX - 16 Clusters, 4M B
PEG – stripe of PEX’s

5216 5 x x x x

Stripe extending write, write new cluster
to next unused cluster, P/Q are written

once at end of stripe

RAID 5DP Stripe

10 18 P Q
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m akespace

• m akespace is called whenever there are no free clusters
available for a ‘new write’ to com plete

• m akespace – m oves data from  RAID 1+0 to RAID 5DP,
thus m aking m ore free clusters available

• foreground – m ust do prior to com pleting current host IO

• selected first ‘em ptiest’ PEG - not oldest cluster -
optim ized for selection speed

• m oves enough R1 clusters to create an em pty PEG

• m akespace is very disruptive to host IO perform ance,
because it m ust m ove a lot of data - it is to be avoided

Sector – 512 bytes
RB/Cache Page – 128 sectors, 64K

Cluster –4 RBs, 256K
PEX - 16 Clusters, 4M B
PEG – stripe of PEX’s
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array perform ance utilization
calculation

• the current array perform ance utilization is used as
triggers for optim ize, prom otion, rebuild, balance and
scrub - only under specific utilization will these policies
run

• the controller collects backend workload statistics for
the last m inute of operation; reads, writes and data
transferred

• utilization is com puted (actual/m ax theoretical)

• throughput (M B/s) utilization is the ratio of actual
data transferred vs. 90M B/s (per RG)

• transaction (IOPs) utilization is the ratio of actual
IOs vs. com puted capability of disk subsystem
based on transfer size

BusyIdle
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optim ize - m ake free space

• objective - create free PEG s, without effecting host IO
workload (to avoid m akespace) - m ove RAID 1 to RAID 5DP

• checks status every two m inutes

• above high water m ark:

– Start background RAID 1 to RAID 5DP by oldest (write
tim e) clusters first until high array perform ance utilization or
below low water m ark.

• else if below low water m ark

– dem ote R1 clusters that are older than R5DP clusters
(m ake room  for later prom otions)

• then plugs holes (defrag) - m akes PEG s both full and
em pty by consolidating partially filled PEG s

0%

100%

F
re
e
 C
lu
s
te
rs

High

Low

Sector – 512 bytes
RB/Cache Page – 128 sectors, 64K

Cluster –4 RBs, 256K
PEX - 16 Clusters, 4M B
PEG – stripe of PEX’s
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prom ote - active data to RAID 1

• m ove newer R5DP clusters to R1

• only if space available

• except data written to R5DP as full cluster

• stop at 10%  R1 lim it

• run only if array is in m id utilization

Sector – 512 bytes
RB/Cache Page – 128 sectors, 64K

Cluster –4 RBs, 256K
PEX - 16 Clusters, 4M B
PEG – stripe of PEX’s

New for AutoRAID

-  Deleting a LUN will cause prom ote to m ove ream ing data to RAID 1

-  Prom ote data only during low utilization tim es
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1 - Physical disk capacity

RAID 1+0 RAID 5DP

Physical
Capacity

Available

10%

Logical
Capacity

2 - less redundancy and free space gives usable 

3 - create LUNs

LUN
Reserv
ed

Available
4 -6 - writes

7 - optim ize and prom ote

8 - m ore new w rites
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perform ance statistics

• IO activity by disks (read and write)

• IO activity by array and LUN (read and write)

• new writes (R1 or R5DP)

• re-writes

• R1 and R5DP capacity (by LUN)

• R1 to R5DP m ovem ent

• R5DP to R1 data m ovem ent

• write working set size
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balance - redistribute data to new
disks

• triggered after new disk is inserted

• relocates all PEGs to new larger PEG

• RAID 1+0 first, then RAID 5DP

• if space available, prom otion to RAID 1+0 on first PEGs
available

• will suspend on m oderate host workload (50%
utilization) or rebuild in progress

Sector – 512 bytes
RB/Cache Page – 128 sectors, 64K

Cluster –4 RBs, 256K
PEX - 16 Clusters, 4M B
PEG – stripe of PEX’s

Balance objective:

- distribute data across new disks

- prom ote write active data to new RAID 1 space
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rebuild - rem ove failed disk

• rem oves disk(s) from  a RG by shrinking PEG size

• m oves all data to new PEGs

• RAID 1+0 space first

• will only start if enough space to com plete

• high priority

• start next PEG m ove im m ediately after current
com pletes

• low priority

• start next PEG m ove after current com pletes if host
workload is < 25% , else

• start next PEG m ove if > 6s since com pletion of last
PEGSector – 512 bytes

RB/Cache Page – 128 sectors, 64K
Cluster –4 RBs, 256K
PEX - 16 Clusters, 4M B
PEG – stripe of PEX’s
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scrub - detect and repair latent m edia errors

• physical disk reads – independent of allocation

• 15 processes, independent of disk count

• read every sector, one at a tim e

• if read fails – log event

• PDM  will autom atically recover and spare sector if
needed

• suspend on low host activity (>20%  utilization)

• if enabled – will run every 5 days, com pletion
dependent on host activity

• 15 18GB disks – 2 hours
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cache

• Separate read and write cache

• W rite in NVRAM , read isn’t

• Reads can be from  write cache

• 64K cache page size

• If resiliency tim er set

• Test every 4s

• Cache pages with tim e older than 4s is queued for write -
tim e set with each write to cache page

• Data is kept in write cache after write, but m ark as
available

• Sequential read ahead on 2nd m iss in cache page (to end of
cache page)

• W rite ahead – queue m any cache pages for write when above
cache ‘high water’ m ark

1500/750300/1501200/6002GB

750/375150/75600/3001GB

252/12652/26200/100512M B

124/6224/12100/50256M B

TotalRead CacheW rite CacheNVRAM  per
Controller

7400/7100
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AutoRAID im provem ents from  M odel 12H

• optim ize trigger was set to run only at very low perform ance
utilization - thus it alm ost never ran and required m akespace
(very perform ance disruptive).

• no prom ote policy - prom otion (R5 to R1) occurred only on
write and one-at-a-tim e - thus write working set lagged R1.

• R5 did not have better sequential perform ance

• 20M B/s vs. 800M B/s m em ory bus; 1.6K vs. 30K cache IOPs

• rebuild priority works


