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H gh Avail ability

High Availability is...

built, managed, and

measured

hardware, system

software, applications &

middleware, and IT

processes designed to

minimize both planned
and unplanned
downtime




The High Availability Pyramid

Data Center Wide
HA Management

Multi-system HA

Al leve s must be adaressed Flexible Compute Management
for aful HA sd uion

Virtual Partitions

Hard Partitions

High Quality / Resilient Hardware (Hardware that keeps running)
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What we will discuss today:

| will focus on the very bottom and very top of the pyramid

« Setting up Superdome to deliver max
Single System HA (SSHA)

* Reducing planned downtime &
downtime due to user error across the
data center

 Measurement of Availability

=
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Max Single System HA
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All HW
faults

faults
covered
by HA

N

AN

AN

Fault Tolerant Bar graph

Uncorrectable error
Causes system crash

HW correctable errors. EMS
monitors for trends, alerts user (or
HP directly) if a planned event is
required to rectify the problem

hard failures covered by HW
redundancy & hotswap. EMS
reports events

correct configuration of EMS is
vital to delivering SSHA
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Dynamic Processor
Resilience

@ P ocessor detetssinge kit error in datacache
and vectorsto PDC
@ PDC gener a es|ow pri ority machi ne check (LPMC)
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O Dag ogd daenon pulslpntlogirfofromd ag2
and passesit tothe EMS LPMC nonitor
O If thisisthe 3rd LPMC wthn 24 hours:
O Cl cpu dedl ocaetosop dspach ng
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If i COD nmachi ne dlocaeide processor
@ Gl pdc_pat_cputo have pdc dsal ethe
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Dynamic Memory Resilience
(DMR)

Main memory failures are demonstrated to be the second largest

cause of customer downtime. Great care has been taken to address
this failure mode in Superdome with these specific features:

Memory ‘chip spare’: the ability of the system to continue to run in
the face of any single or multi-bit chip error on a DRAM.

Dynamic memory resiliency (DMR): is the system’s ability to de-
allocate failed memory pages online. It works similar to Dynamic
Processor Resiliency in that if a location in memory proves to be

‘questionable’ (i.e., exhibits persistent errors), that memory will be
de-allocated online, with no customer visible impact.

HW memory scrubbing: refers to the HW feature that
automatically removes single bit errors (SBE) that reside in main
memory.
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HP Fault Management

Increase system availability by moving from reactive
fault detection, diagnosis and repair to proactive fault
detection, diagnosis and repair.

« Detect problems automatically as close as possible to when they
actually occur

« Diagnose problems automatically at the time of detection
» Automatically report in understandable text:

» A description d the problem
» Thelikdy cause(s) d the prold em
» The recommended action(s) toresd vethe prodem
» Detaledirfa mation about the prod em
« Tools are available to repair or recover from the fault
Y
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Fault Management

Impact
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Hardware Troubleshooting Tools

EMS Hardware Monitors

 Focessors, nemory, I/ Q peripherds
 FC adapters, swtches, hubs, SCS Mux

« UPS core dectronics, €c.

Support Too s Manager

» Dagnostics, verifiers, exercisers

o Irfor mation expert uilities
* Hr mwar e updat g | ogt od

e Gaphicd, nenu, cndlineinerfaces
» ser space appicati on (onli ne)

G fli ne Diagnosti ¢ Environment ( CDE)

* RFocessor, nemory, I/ Odiagnostics

e Rr mwar e updat e utilities
» | Sl/ EFA based (offli ne)

Power-on Sdf-Test (POST)

* Rr mwar e based devi ce dagnosti cs

Focusismonitoring the hedth o
dl hardware components and
generaing d osetored time
events when problens devd op

Focusison verifying dl hardware
Is properly connected and

confi gured and on repr oduci ng
iner mttent problens

Focus isontesting resourcestha
are needed to boot the system

Focusisontesting resources tha
are neededto boot tol SL or ER



Hardware monitoring

Hardware “
Resource

EMS
Hardware
Monitor

Notification
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Changes all EMS
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Building a Monitoring Request

Hardware
Event Monitor

<

Severity
Critical =
Serious
Major = 3
Minor = 2

Informational = 1

Level
5

|

Operator
= > <

>=, <=

]

Notification
Method

<

This sets the
hardware you want
monitored

Together, these

settings identify

what events you
want reported

You can select one
notification
method for each
request

/
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Notification Methods

EMAIL* - sends notification to the specified email address
TEXTLOG?* - sends notification to specified file

SNMP - sends notification using SNMP traps

CONSOLE - sends notification to the system console

TCP - sends notification to the specified target host and port
UDP - sends notification to the specified target host and port

OPC - sends notification to OpenView ITO applications (available
only on systems with OpenView installed).

SYSLOG - sends notification to the system log

Only one notification method can be selected for each monitor request, consequently you will need to create
multiple requests to direct event notification to different targets. Those notification methods denoted by a “* ¢
are the only methods that deliver the entire content of the event message.

Y
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To run the Monitoring Request Manager, type: / et c/ opt/ resnon/ | bi n/ nonconfi g

The opening screen looks like this:

========== Event Mbonitori ng Servi ce ===========
========== NDbnitori ng Request Manager ===========

EVENT MONI TORI NG IS CURRENTLY ENABLED <== MONI TORI NG STATUS

Sel ect :

(S) how current nonitoring requests configured via nonconfig
(C) heck detailed nonitoring status

(L)ist descriptions of avail abl e nonitor

(A)dd a nonitoring request <== MAIN MENU
(D)yelete a nonitoring request SELECTI ON
(Modify an existing nonitoring request OPTI ONS
(E) nabl e Monitoring

(Kyill (disable) nmonitoring

(Help

(Quit

Enter selection: [s] j

N, 02
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The following sample is representative of the types of entries displayed for detailed monitoring status.
For /storage/events/disks/default/10_12 5.2.0:

Events >= 1 (I NFORVATI ON) Goto TEXTLOG file=/var/opt/resnon/log/event.|og

Events >= 4 (MAJOR WARNI NG Got o SYSLOG

Events >= 4 (MAJOR WARNI NG Got o EMAIL; addr=r oot

Events = 5 (CRITICAL) Goto TCP; host=hpbs1266. boi . hp.com port=53327

For /adapters/events/FC adapter/8_ 12. 8:

Events >= 1 (I NFORVATI ON) Goto TEXTLOG, file=/var/opt/resnon/log/event. | og
Events >= 4 (MAJOR WARNI NG Got o SYSLOG

Events >= 4 (MAJOR WARNI NG CGoto EMAIL; addr=root

>/ connectivity/events/ multiplexors/FC SCSI _rmux ... NOT MONI TORI NG

(Possibly there is no hardware to nonitor.)

>/ system events/ menory ... OK

For /systenievents/ nmenory/ 49:

Events >= 1 (I NFORVATI ON) Goto TEXTLOG, file=/var/opt/resnon/log/event.| og
Events >= 4 (MAJOR WARNI NG Got o SYSLOG

Events >= 4 (MAJOR WARNI NG Goto EMAIL; addr=root

Events >= 4 (MAJOR WARNI NG Goto TCP; host =hpbs1266. boi . hp. com port=5 7 j
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EMS file locations

[ usr/sbin/stm uut/bin/tool s/ monitor/nonitor_n
ame

Monitor executable files.

/var/stniconfig/tools/nonitor/d obal.cfg

Default monitor configuration file.

/var/stnlconfig/tool s/ nonitor/nmonitor_namne. cf

g

Monitor-specific configuration files.

[var/stnmlconfig/tool s/ nonitor/default_nonitor
_nane. clcfg

Monitor client configuration file. Only for hardware
monitors converted to multiple-view (Predictive-enabled).
New as of June 2000 release.

/var/stm config/tool s/ monitor/monitor_name.sa | Monitor startup configuration files.

pcfg

/'var/stnfconfig/tools/monitor/nonitor_nane.ps | PSM configuration files.

mcf g

l'etc/ opt/resnmon/ | bin/ nonconfig Hardware Monitoring Request Manager file

/etc/opt/resnmon/ | bin/startcfg_client Startup client file

/etc/opt/resnon/ I bin/set_fixed PSM set_fixed utility file (Manually returns the
operational state of a HW component to ‘UP”)

/etc/opt/resmon/dictionary/ nonitor_nane. dict Monitor dictionary files

’w
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EMS Tips

 Keep hardware monitoring enabled to protect your system from undetected
failures.

* Integrate the peripheral status monitor (PSM) into your MC/ServiceGuard
strategy.

—  Monitor (PSM) Included with the hardware event monitors, the PSM is a monitor
daemon that acts as a hardware status monitor by converting events to changes in
hardware resource status. This provides compatibility with MC/ServiceGuard, which uses
changes in status to manage cluster resources.

« Utilize the many notification methods available.
« Use email and/or textfile notification methods for all your requests.
e  Use the "All monitors' option when creating a monitoring request.

* Easily replicate your hardware monitoring on all your systems.
— The monitor configuration files live in / var/ st nl confi g/ t ool s/ noni t or.

— Simply copy all of the hardware monitor configuration files to each system that will use
the same monitoring.

-
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Partitioning



Hard Partition Isolation

Cell1 Cell 2
Partition 1
HP Architecture L _______ Crossbar
Fabric
Partition 2
Cell 4 Cell 3
I
Cell1 Cell 2 : Cell 3 Cell 4
I
I
I
Competitor I
Architecture |
Shared Backglane Bus
I
I
Partition 1 : Partition 2
I

On the HP system, the
crossbar logically
separates the two
physical partitions to
provide performance
and isolation.

The competitor’'s
shared backplane has
all its cells competing
for the same electrical
bus. In this design, a
snoopy bus-coherency
scheme requires all
transactions to be
broadcast to and
processed by all
system cells. The
high-queuing delays
and saturation of the
shared backplane bus
can limit performance
scaling



HA Management
Data Center Level



HAO Components and Use Model

Customer Site MCSC

L1 = LI L L =
Customer _
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System o
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— 1 W 1 %
— HP-UX Windows
HP-UX Windows
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CA Workflow Data

HPEN Workflow Data
...................... =
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HP Event Types and
Information

HP Event Notifier sendsthefdlownginfor nationtothe MCSC

Type Timeframe Transmission
Size
Fault Events Real time — as 5-10Kb
occurred or polled
interval
Chassis Code Polled every ten Up to 100 Kb
minutes (normally smaller)
EMSlogs Polled once per day Up to 500 Kb
from client’s (normally smaller)
Mission Critical
systems
-
I
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User Error Reduction Using
HAO Tools

P il
Nk WORLD 200 .



HP Configuration Tracker

Tracker automatically collects configuration data for systems and network
interconnect devices. It identifies configuration differences to answer the
critical question: ‘“What’s Changed?”

Tracker performs the following tasks:

* Automatically collects data daily or weekly.

* Significantly reduces time to gather critical information .

* Allows HP System Recovery Specialist and IT Administrator to
view the same critical information.

* Transmits hardware, O/S, network interconnect configuration
information to MCSC for proactive analysis.

*Creates “user-defined” collectibles to expand collection items.

* Transports configuration data, alarms and log files to the MCSC

daily.
Y
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L

HP Configuration Analyzer

The HP Configuration Analyzer (CA) automatically analyzes
customer configurations using patch analyzers and notifies the
MCSC of potential problems.

CA benefits include:

* Proactive analysis of Application Patch Sets.

 Flexible analysis scheduling for all analyzers.

* Automatic generation of in workflow management cases that
notify HP Support Personnel of potential problems.

* Access to customer configuration data at the MCSC.

-
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Measuring Availability Across

the Data Center using
HA Meter

-

I | \VORLD 2007



Defining Availability

HA Meter documents all downtime (planned and
unplanned) and quantifies availability of a system,
cluster, package, or node.

(total elapsed time - sum of down times)
* 100

total elapsed time

Availability calculations are based on internal timestamps
reported in milliseconds, UTC (Universal Time Coordinate).

-
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Shutdown Versus System Crash

Normal Operation (shutdown):

= ey

timestamp

1111

Shutdown event Startup event
saved in event log. saved in event log.
Crash Events:
timestamp
System crash event saved in
System event log. Startup event saved in
Crash event log.

Y
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Execute a Planned Shutdown

 To shut down a system and enter a
shutdown cause, follow these basic steps:

1. Shut down the HA Meter Agent using the
shutdown ham command.

2. Enter the cause code for the system shutdown
(cause codes are listed on the following page).

« NOTE: This is the only HA Meter procedure
that customers may execute on their own.

il
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Select a Shutdown Cause

1. Hardware Failure 8. Hardware

2. OS Failure Reconfiguration

3. Application Failure 9. Scheduled Reboot

4. Middleware Failure 10.0ther Scheduled

5. Patch/Software Maintenance
Installation 11.System Backup

6. Kernel Reconfiguration 12.Environmental Failure

/. Hardware

13.0ther (Please Specify)

HP \%RLD‘
I |1 WORLD 2002
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Defining Downtime

* HA Meter distinguishes planned versus unplanned downtime
solely on the basis of whether the shutdown ham (or any
standard shutdown) command was used to halt the system. If
any of these commands are used, the downtime is marked as
planned; otherwise it is marked as unplanned. The user may
record the cause of the shutdown only by using the
shutdown ham command. Planned downtime events also are

generated when the user stops the HA Meter Agent process
using the HAMagent script located in /sbin/init.d.

« To produce a customer report, it may be necessary to assign a
cause to each downtime event through consultation with the
customer. Some downtime may be excluded from the customer
report, such as scheduled downtime or downtime resulting from

customer error.
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Standalone Agent Avallability

A > System Startup System Shutdown
o I % Process Process \N“/“aﬂ\
Applications | s —_— s“u\do
3
: 1§ s “\dO\N“
HA Meter Agent |~ = HA Meter writes timestamps 1so\®

SERRREY

Timestamp File

Multi User Mode

\

Shutdown
Single User Event
Mode/System Prompt
Power off/on je— —
I < ti —»
uptime
L-__[ P

_______________ - j
time
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HA Reporter: Summary Data

Three types of summary reports are generated by HA Reporter:

Walued HP Customer, Ing.

Qverall Availability for the Pericd 98.709%

Muasurumum Summary Irminstos)

T

L4 [ Aventatbty oy Svalels Bl [ Everisharey [ Dovmtimednyes L Corshern 6/ ! DLl | sy valabl Ol vt Somenery | Cemetmernalres 0% |4 i =
Availability Summary Event Summary Downtime Analysis
Displays the aggregate Displays the number of Displays the downtime
availability, in terms of downtime events and the  frequency and duration
uptime and downtime. total amount of classified by cause.

downtime, in terms of
planned or unplanned. ~

SNt



HA Reporter: Detailed Data

Two types of detailed reports are generated by HA Reporter:

Valued HP Customer, Inc.
Availability Detail Report

Report Period: Friday, July 09,1999 15:11:06 -- Saturday, July 10, 1999 19:44:06
Source:C:HAReporterimportisample_export.ham

Valued HP Customier, Inc.
Data Review

Viahed HE Cuthismer, e

4]
Time
Entity Hame Entity Class Up Down ed
hydra fchp.com System 36487 1675 6081 0.00[ 85827%
marley fc hp.com System 1626383 789 78.08 000 99517%
noarls fchp.com System 384 60 1480 E168 0.00] 96.294%
weiler.fc.hp.com System 161987 13.07 50.06 0.00) 93.199%
Totals:| 40ME07 52.51 28062 0.00[ 95.709%

[ 4]» [w}\ valsbitySummary ) AvailabilityDetai DowntimeAnalysis { DataReview

Qverall Availability for the Period $8.708%
SeurcsCiHARopertor g mampts_saportien
e 28, 2000 4 T
Last Modificd By:
[Foanasa] Twont
Lo olll vort5tan Ko Include] Planned Dt
oveam e com s T o e A T ] o V530l trm T ¥ I 0
2|mariey fc hpcom System Fri 50U 1956151192 MOT 104,55 Lp Time: 100 v u M
2ot te rpcom systen P | wor [ e | v M u
4|waler e pp.com Sysiem Fri 90 1990 152357 MOT 2724 Up Tme: 100) ¥ u M
8wt terpcom svetmn Frig s ias 0| o ] e, | v M N e
E{wllerfiz p.com System Fri ol 1990 155244 MOT 258 |Unmeasured 100, ¥ u Ll
3w e com syeten Frganemsii| vt 240 T | v u u
| wller fi bp.com System Fri %l 1930 160307  WOT 01 |Cown Time: im) v ¥ N
3| 1 P 28 Spetins (U 335Uy Tt wm| v u M
A0 wrulir i B i [Srten Fri9hi 1099185558 NOT 184 | Dot Tine: 1 v ¥ N (S
14 |martiy B2 Pt Cpetan [LETE= T 008 (v Toms. wm| v ¥ B e
12| wer fic P Systen Fri 9 1999 1B5740|  WOT A 74| Unreasured 100 ¥ u H
13{mariey 5 o Srstem Frigad 1830 1657:50|  wOT 4 00|Unmessured 16 v u H
14| wriin 1 P [Srsten Fri g 1RO NOT 1370|vp T wml T u [
15| marey fa hgecem System Frl§ 0 1BEE1T.004G|  WOT 14:43{Up Time 100 v u M
16wl 1P sysem Py aivmn | o 118w T | v M u
17| mariey sc rpicom System Frigad 1838 74702 wET 062 {Down T 1| v ¥ Mo [Hemel
18]ty R rpcomn system P s wor 348 e | v u u
13| wlerfc Fp.com System Frigad 1939470013  wOT 254 |Unmeasured 100, A uw L
0wt P com sraten [EEReT e Pon g | v u u
21 | mariey fc hpoom System Frigad 1939472119  wOT 4.0 |Up Time 100, A uw L
2wt pp systen P e g wor e T | v M N e
23 mariey fe e oom System Fri 9 19909474522 MOT 2AE|Divwen Times 100, ¥ ¥ Ll
1wt Srem P i ar | ot i b u u
2| mariey fe hecom System Frig 193047475 | WOT T4 |Unmeasured im) v u L
| wnlie 1 Fp.2oh [ Sabin [GURYEECLERSS O - AN U Tirs 100 v u L
27 | mariery b2 e o Syatem Frigi 109047 C8<8] NOT 1 45154 Up Time 1| v u L]
|y 1 b 2t Cyetan LTI TE RS 2447 (Up Ters wm| v u M
rmels T s v Sl AN ML LOML 1 R MO ol Bl e 100 =
b 4 v R Rty / 7 d i/ 151 ——

Availability Detail

Displays availability, in terms of uptime
and downtime, for each entity.

Data Review

Displays all data—start time, duration, type,
attributes, root cause—associated with each

availability event.
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