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executive summary

In the past 18 nmonths a nunber of new technol ogi es have becone avail able that provide for
t he support of Fibre Channel SAN Inter Switch Links (1SLs) at distances up to 100km These
i ncl ude Dense Wave-1length Division Miltiplexing (DADM, |ong-haul GBI Cs, and Extended
Fabric capabilities on the Fibre Channel switches used in the SAN solutions HP sells and
supports.

HP custonmers have cone to recogni ze these new technol ogi es and capabilities and want to

| everage themin support of Extended MJ ServiceGuard cluster configurations. Prior to the
advent of extended SAN capabilities, for custoners requiring disaster tolerant clusters of
nore than 10km HP only of fered sol uti ons based on the MetroC uster product. Metrod uster
| everages storage array functionality that provides data replication for distances up to
100km (Conti nuous Access XP). Although MetroCluster is a very good solution for nany
custoners, many others desire an alternative to the MetroC uster solution, one that uses
standard Fi bre Channel conponents and rel atively inexpensive nodul ar storage.

summary

In the past, an Extended MJ ServiceGuard cluster was referred to as a "CanmpusC uster". The
ol d campus clusters relied on the capability of the Fibre Channel technol ogy, using

swi tches and/or hubs, to provide interconnection of up to 10km for storage connectivity to
the servers in the cluster. Current changes in Fibre Channel technol ogy now all ow for

di stances up to 100km far fromthese old "canmpus" distances. Since these new clusters now
extend far beyond "campus" distances we are referring to themas "extended " clusters.

This paper is intended to be a tool for custoner to use in understanding the requirenents
for designing and depl oyi ng Extended M/ Servi ceGuard clusters. Many deci sions have to be
made when desi gning an extended cluster. These deci sions can have a tremendous inpact on
the availability of the solution, consistency of the data, and overall cost of the
solution. This paper will discuss the design choices avail able for Extended

MC/ Servi ceGuard clusters and their ram fications.

for more information
"Clusters For High Availability", second edition, by Peter S. \Wygant.
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overview

This paper is intended to provide explanation of sone of the underlying concepts of the
MC/ Ser vi ceGuard product, concepts concerning inter site link technol ogies, and then will
denonstrate how to properly design a disaster tol erant Extended MJ ServiceGuard cl uster
using these concepts. This paper is not intended to teach the reader how to configure

MC/ Servi ceGuard, how to set up and configure HP-UX LVM Mrroring (MrrorDisk/UX), or the
basi cs of SAN design. Users of this white paper are expected to be very well versed in

MC/ Servi ceGuard cl uster design and configuration, SAN design and configuration, and have a
very strong background in the HP-UX LVM and M rrorDi sk/UX products.

current situation

An Extended MCJ ServiceGuard cluster is a normal single MJ ServiceGuard cluster that spans
two (or in some cases three) data centers. It has cluster nodes and storage devices in two
maj or data centers and uses host based mirroring (MrrorDisk/UX) to replicate (mrror) the
MC/ Servi ceGuar d packages applications’ data between these two data centers. A proper
design allows an application to failover fromone data center to the other in case of a
site disaster.

hp solution overview

The primary factor |eading a customer to depl oy an extended cluster solution is protection
fromthe failure of an entire data center due to a |limted geographic disaster. Fire,
flooding, and site power failure are just a few exanples of linited geographic disasters
that can result in the failure of an entire data center. Both Extended MJ Servi ceGuard
clusters and MetroCl usters can provide protection for disasters of Iimted scale, as the
maxi mum di stance al |l owed between data centers using either of these products is now 100km
(about 60 miles). For customers interested in disaster protection fromw despread

geogr aphi ¢ disasters such as hurricanes or earthquakes, products like HP's

"Continental Clusters" or other disaster recovery products should be investigated. This
paper focuses on Extended MC/ ServiceCGuard clusters.

On the surface, an Extended MC/ ServiceGuard cluster |ooks exactly like an ordinary (single
data center) MO ServiceGuard cluster. There are no special configuration files or
paranmeters that differentiate an ordinary MJ ServiceGuard cluster from an Extended

MC/ Servi ceGuard cluster. In fact, by sinply |ooking at the server configuration and
cluster configuration files you cannot tell if a cluster is an ordinary MJ Servi ceGuard or
Ext ended MJJ Servi ceCuard cl uster.

The primary di fference between a single data center MJ ServiceCGuard cluster and an

Ext ended MJ ServiceCGuard cluster is the physical |ocation of the conponents (servers and
storage devices) that nake up the cluster, and the purpose behind separating the cluster
conponents. In a standard MJ ServiceGuard cluster, generally, all the hardware conponents
reside in a single data center (Figure 1), and in nost cases HP MrrorDi sk/UX is only used
to protect apphication data in the cases where the storage of choice is Just a Bunch of

Di sks or JBQODs™

! There may be cases where a particularly cautious customer uses host based mirroring to mirror data that is also protected on RAID storage arrays but these are the
exceptions and not the rule.
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Figure 1: Cluster in a single data center

In an Extended MJ ServiceGuard cluster, the hardware conponents reside in two
geographical |y separated data centers separated from one another by a few hundred neters
up to 100 kilometers (Fiqure 2). HP MrrorDisk/UX is always used to replicate application
packages' data between tThe two data centers in an Extended MJ ServiceCGuard cluster, even
if the data is stored on RAID disk arrays. This physical separation of the cluster

har dwar e components results in additional cluster and sol ution design considerations over
and above those required for a sinple MJ ServiceGuard cluster residing in a single data
center. In short, an Extended MJ ServiceGuard cluster is a MJ ServiceCGuard cluster that
relies on strong architectural rules, design rules, and requirenments to provide the
ability to survive a site disaster. Additionally, it always uses host based mrroring
(MrrorDisk/UX) to replicate (mrror) the application packages' data between two separate
storage devices that reside in physically separated data centers.
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Figure 2: Cluster spanning two data centers

No special licensing, no special package control scripts, no special storage, and no
speci al host or cluster configuration is required for an Extended MJ Servi ceCGuard cl uster
Ext ended clusters use standard products sold by HP in their design. There are however
specific design rules, configuration rules, and architecture rules necessary to build a
proper Extended MJ ServiceGuard cluster. These additional rules add requirenents and
[imtations to an extended cluster that may or may not be inposed on a standard

MC/ Servi ceGuard cluster. These differences include but are not limted to:

e the use of at least two physically separate sites to contain the cluster components
(a three site solution is also avail abl e)

e data replication using MrrorDisk/UX to mrror application package data between
sites

* special considerations for ensuring that cluster quorumcan be achieved when cluster
reformation occurs

» special considerations for the physical routing of the cables between sites
contai ni ng the cluster conponents

e integration of tools outside MJ ServiceCGuard into the overall solution to help
detect failures in the solution and hel p guarantee data consi stency

VWen desi gni ng an Extended MCJ/ ServiceGuard cluster, all the rules and requirements that
apply to a normal MJ ServiceGuard cluster rmust be adhered to. An Extended MJ ServiceCGuard
cluster that does not follow all standard cluster design and configuration rules and
requirenents will not be supported by the Hewl ett-Packard Conpany.

problems, challenges, and constraints

The followi ng sections get into the details of MJ ServiceCGuard cluster quorum and inter-
site link technol ogi es before actually tackling the issue of Extended MJ ServiceGuard
cluster design. A thorough understanding of cluster quorumand the inter-site link
technol ogi es available is necessary if the best choices in design tradeoffs between
solution cost and solution availability are going to be nade.



understanding cluster quorum

As stated previously, the prinmary purpose for a custonmer to deploy an Extended

MC/ Servi ceGuard cluster is protection fromthe failure of an entire data center. In order
to design a cluster that does this properly requires an understanding of how the

MC/ Servi ceCGuard cl uster reformati on protocol works and how "cluster quoruni is achieved
after a failure so that a new cluster may be formed. Understandi ng cluster quorum and how
t he associated algorithnms work will help:

e ensure proper cluster design

e articulate different design tradeoffs and their ramfications on the ability of the
cluster to respond to different failure scenarios

e articulate howthe cluster will behave if a failure occurs during mai ntenance
peri ods when cluster nodes have been nmanual ly halted

e explain what split-brain syndrone is, why it is dangerous, what can be done to
elimnate the potential for it

. gride you to make good choices on the overall design of the Extended M Servi ceCGuard
cluster

cluster quorum requirements

Since an Extended MCJ ServiceGuard cluster is just a plain old vanilla MJ Servi ceGuard
cluster, the standard MJ ServiceCGuard cluster formation protocols apply. For quorumto be
achi eved during a cluster reformation, one of the two followi ng requirenments, on the
nunber of nodes forming the cluster, nust be net or a new cluster will not be created.

MC/ServiceGuard Cluster Quorum Requirements

e Strictly, nore than 50% of the active nenbers fromthe previous cluster nenbership
nmust be present (all cluster nmenbers are required when a cluster is initially
started unl ess a nanual override is specified)

* 50%of the menbers of the previous cluster nust be present and a cluster |ock disk
must be cl ai ned

If neither of these conditions can be nmet, i.e. cluster quorum cannot be achi eved, the
cluster protocols will ensure the nodes attenpting to formthe cluster issue a Transfer of
Control (TOC) (A TOC |l ooks just like a PANIC in Unix).

The cluster protocols are defined to operate in this manner to guarantee data protection.
Since all the nodes in a running cluster are connected to the sane set of disk devices, if
a failure occurs that causes multiple clusters to attenpt to form the protocols wll
ensure that only one new cluster successfully fornms. If two separate clusters are all owed
to formand they both wite to the common di sk devices, data corruption will occur. The
cluster formation protocols and cluster quorum requirenents are designed to prevent this
fromoccurring. If a cluster tries to formand quorum cannot be attained, the nodes
attenpting to formthe non-quorumattaining cluster will TOC. This ensures that if another
cluster (which has attained quorun) forms, only it will have wite pernission to the
common di sk devices. A properly designed cluster will never get into a state in which a
new cl uster,cannot formafter a failure (assumng only a single failure caused the cluster
ref ormati on.

cluster lock disk(s)

A cluster lock disk is needed whenever a cluster containing exactly % of the nodes froma
prior cluster wants to forma new cluster. It can also act as a tiebreaker when two
separate clusters attenpt to formafter a failure and each of the clusters contains
exactly Y of the nodes that were active cluster nmenbers before the failure. A sinple

2 There are many multi-failure scenarios that M C/ServiceGuard can recover from. Loss of an entire data center and its associated cluster membersis considered asingle
failure.
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exanpl e of a situation where this would occur is a two-node cluster that suffers a
net wor ki ng segnentation failure that prevents the two nodes from exchangi ng cl uster
heartbeats or cluster reformation protocol information. The | ack of heartbeat nessages
between the nodes will result in cluster reformation occurring on each node. Both nodes
will try to forma one-node cluster consisting of just itself. Wen the cluster

ref ormati on protocol gets to the point where it checks to see how many nodes are in the
new cluster 1t would detect that %% of the nodes fromthe prior cluster are present (each
node is formng a one node cluster and the prior cluster contained two nodes). At this
point, the new clusters would attenpt to claimthe cluster |ock disk. The protocol that
controls claimng of the cluster lock disk is designed to guarantee that one and only one
cluster will gain access to the cluster lock disk and the other cluster will not get
access. The node that acquires the cluster lock disk will have achi eved quorum and wi |
becorme the new active cluster. The node that did not acquire the cluster lock disk wil
not have achi eved quorumand will TOC | eaving just one active cluster connected to the
conmon di sk storage

Note: Cluster |ock disk(s) are only supported for MJ ServiceGuard clusters containing four
nodes or fewer. They are not supported for clusters containing nore than four nodes.

dual cluster lock disks

A MC ServiceCGuard cluster can be designed with one or two cluster |ock disks. As has

al ready been di scussed, a cluster lock disk is used as a "tie-breaker" when a potentia
cluster containing % the nodes of the previous cluster attenpts to form This neans
assurances must be taken during the design of a cluster, so that a single cluster |ock

di sk does not become part of a SPOF (Single Point O Failure) that keeps a new cluster
fromformng (i.e. we nust ensure that a single failure cannot cause % of the nodes and
the cluster lock disk to fail sinultaneously). In the case that a single cluster |ock disk
is part of a SPOF then the cluster nmust be designed with dual (two) cluster lock disks. In
a cluster with dual cluster |ock disks, one of the disks is referred to as the prinary
cluster lock disk and the other as the secondary cluster |ock disk. Here is an explanation
of how the dual cluster |ock disk protocol works:

A set of nodes trying to forma new cluster will attenpt to claimthe prinmary
cluster lock disk followed by the secondary cluster lock disk. If the set of nodes
attenpts to claimthe prinmary cluster lock disk and the prinmary cluster |ock disk
has al ready been clai med by anot her cluster, the set of nodes will stop trying to
forma cluster and will TOC (without trying to claimthe secondary cluster |ock

di sk). However, if the primary cluster |ock disk is not accessible (i.e. the cluster
cannot comruni cate with the primary cluster |ock disk), the set of nodes will wait
for a given tineout value (contained in the cluster reformation protocol) before
trying to claimthe secondary cluster lock disk. If it now acquires the secondary
cluster lock disk, it will forma cluster. If after waiting the tinmeout, the
secondary cluster |ock disk has already been claimed by another cluster, the set of
nodes will not forma cluster and will TOC. The follow ng flowhart diagrans dua
cluster |ock disk behavior
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the entire cluster fails. To protect fromthis, the cluster would have to be configured
with dual cluster |ock disks, one on each power circuit used by the cluster. In this case,
after the failure of one power circuit a new cluster is able to form (Figure 5).
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Figure 5: Dual Cluster lock disk

split brain syndrome

"Split Brain Syndrome" describes a situation where, after a failure on a cluster

configured with dua
properly designed),
Thi s can occur
carrying cluster
servers to the cluster

same time but the SAN failure nust occur
brain failure scenario is that
network partition and the other % of the nodes end up on the other side.

inasplit

cl uster

if multiple network failures result

at or

connections nust also be partitioned where one cluster

di sk configuration) ends up on each side of the SAN partition.
separate clusters form each containing % of the nodes fromthe prior cluster
Split-brain is an undesirable state for the cluster
 ock di sks.

cluster lock disk device (Figure 6).
to attain and is only possible 1n a configuration containing dua

% of the cluster

l ock disks (actually multiple failures if the cluster
two separate clusters are able to achieve cluster quorumand form
in a partitioning of the networks
heartbeat and multiple failures of the SAN |links connecting the cluster
| ock di sk devices occur (these failures do not
before the network failure).
nodes end up on one side of a
The SAN

l ock disk (froma dual
VWhen this occurs,

cl uster

have to occur
VWhat happens

is

at the

cluster |ock
t wo

plus a



DATA CENTER 1 DATA CENTER 2
Data LAN + Heartbeat Data LAN + Heartbeat
T T
Heartbeat Heartbeat
T T
, CLUSTER 1 CLUSTER 2

Sl \1) # <y
Primary | R‘ ' [ Secondary
lock disk lock disk

Figure 6: Split-brain example
(The data subnet is not HA in this diagram)

designing to ensure cluster quorum

In the case of an Extended MJ ServiceGuard cluster, designing the cluster in a manner that
ensures the cluster can achieve quorumafter a failure is a critical issue. In addition to
the standard cluster protection against a single node failure, an extended cl uster rmnust
protect against a site disaster in which up to % of the nodes in the cluster my

simul taneously fail. Based on the definition of cluster quorum in a tw site cluster, if
we enploy a sinplistic design that equally splits the resources between two data centers,
taking no precautions to guarantee the ability to achieve quorum the |loss of a single
site will always result in a total cluster failure as it will be inpossible to reforma
new cluster in the surviving site. If we design the cluster with dual cluster |ock disks,
one in each center, a new cluster will be capable of formng after a site failure. If we
design a solution using three data centers and ensure no single data center contains nore
than % of the nodes we renove the requirement for dual cluster |ock disks.

In essence, there are two prinmary configurations that all extended cluster solutions mnust
be based upon to guarantee the viability of the design. These two solutions are:

e Two site design with dual cluster |ock disks
e Three site design wthout cluster |ock disks

These two design options will be discussed in detail in the section "extended cluster
design".



inter-site link technologies and requirements

This section discusses, in detail, the physical and functional requirenments for both the
| P networks and the Storage Area Network, SAN, |inks used by an Extended MJ ServiceCGuard
cluster. There are both distance and functionality restrictions on the interconnects that
nust be adhered to when designing a solution

requirements for physical interconnection between sites

Maki ng good choi ces for the physical interconnect between sites for the networking and the
SAN is very inportant. Connections (both IP networking and SAN) nust not only be
redundant, they must be physically routed in such a manner that a single event cannot
cause all IP and all SAN paths to fail sinultaneously. This physical separation of the
links is actually an aspect of cluster design that can be applied to standard

MC/ Servi ceCGuard cl usters, Extended MJ ServiceCGuard clusters, MetroC usters, and
Continental C usters

Protecting fromphysical failures starts inside the data centers that house the cluster
nodes and extends to the physical routes the cables take between the sites containing the
data centers. This means that inside the data center, redundant networki ng and SAN
conponents shoul d be physically separated from one another to protect from physica
destruction due to incidents like a linmted fire, falling objects, or the inproper
operation of fire sprinklers in the building. Renenber, nost failures resulting froma
physical incident (fire for exanple) don't affect an entire building. They nobst often
affect a small portion of a building (nbost fires don't burn down an entire buil ding, but
are contained to a single roomor a closet and even nore often to a single piece of

equi prent). Cabling within the building shoul d ensure that redundant cables for the
cluster are not co-located. Care should be taken to try and ensure that redundant cabl es
for the solution do not share a comopn exit point fromthe building(s). Once outside the
buil ding, at |east two separate physical conduits, taking separate paths, mnmust be utilized
between the sites and they nust be sufficiently far apart fromone another that both

i nterconnects cannot be broken as a result of a single event. An exanple of such an event
woul d be a backhoe hitting the conduit containing the physical cables between the sites.

See Figure 7]for an exanple show ng physically separate cluster infrastructure conponents.
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Figure 7: Separate physical intra-site infrastructure with DWDM (fault tolerant)

storage area networking

The SAN is the key conmponent of an Extended MJ ServiceGuard cluster. It is not only
necessary to provide a neans for the replication of the data generated by the applications
running on the cluster, it also plays a part in cluster reformation if the solution
utilizes cluster |lock disks. Care nust be taken to ensure it is designed in a nmanner that
not only provides availability but also nmeets the performance requirements of the solution
during normal operations, after a SAN conponent failure, and during (re)synchronization
oper ations.

Prior to the witing of this white paper, extended canpus clusters were limted to a
maxi mum di stance of 10km This was the naxi mum di stance supported by a Fi bre Channel SAN
usi ng standard hardware conponents (hubs, switches and | ong-wave GBI Cs). Now, the advent
of new technol ogi es all ows SAN design and inplenentation to be extended up to 100km

short-wave, long-wave and long-haul ISLSI;I

Fi bre Channel is capable of running across different type of medi unms, copper cabl es and
optical fibers. HP supports only optical fiber based Fi bre Channel as SAN i nterconnect
links inits HP-UX cluster solutions. Also, only fiber optics allow |ong distances
connections. If the SAN connections between the sites will be utilizing fiber optic cables
dedi cated to the SAN (no plan to have tﬁen1be shared to support both the SAN and the IP
net wor ki ng) then sinply connecting hubs® or switches together directly, using short-wave,

| ong-wave, or |ong-haul GBICs is acceptable.

The di stance that can be reached depend on nultiple factors including:

» the characteristics of the optical fiber
e the quality of the optical fiber
» the wavel ength of the |aser

3|sL stands for Inter-Switch Link. This paper will use ISL to refer to the SAN optical fiber connections between the sites that containing the data centers.
* There are serious restrictions on HUB performance. See the section on SAN performance for details.
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The di fferent wavel engths available are commonly referred to as "short-wave" or "l ong-
wave" and are associated with the |aser nodule (GBIC) devices. In this context, short-wave
connections use light in the 780 and 850 nmrange and 62.5/ 125 Oh 50/ 125 pm mul ti - mode
optical fibers reaching distances of up to 500 neters. Long-wave® connections use light in
the 1330 nmrange and 9/ 125 um nono-node optical fibers and can reach distances up to
10km Recently, a new type of GBI C nodul e has been introduced. The |aser for these new
nodul es operate in the upper linmt of the | ong-wave range, around 1550 nm and are
conmmonly called “ long-haul" GBICs. The fiber required by these | aser nodules is the sane
as that necessary for |ong-wave support, 9/125 pum nono-node optical fiber. The distance
that can be reached with these new | ong- haul nodul es essentially depends on the
characteristics of the chosen hardware but can be up to 80kmwi th the Finisar FTR 1519.

The followi ng table sunmarizes the di stances provided by the different connection types
and supported for Extended MJ ServiceCGuard clusters.

Optical fiber 62.5/125 | 50/125 9/ 125
speci fication

Short - wave 175 m 500 m -
Long- wave - - 10 km
Long- haul - - 80 km

Table 1: distance, wavelength and optical fiber specification

DWDM

DWDM st ands for Dense Wavel ength Division Miultiplexing. It is an opto-electronic

t echnol ogy whose concept is sinple: sinultaneously transnit separate optical signals

t hrough the sane fiber at different wavel engths or colors of |ight. A DWM device takes as
i nput an optical signal at a particular wavelength, it translates it to another

wavel ength, and nultiplexes it with other optical signals (whose wavel engt hs have been
translated too) over a single fiber. The signals are restored at the opposite end of the
DWDM connection, de-nmultiplexed and translated back to their original wavel ength. DWM has
no know edge of any protocols. Each input signal uses one channel of the DWDM It’'s a kind
of repeater with wavel ength nodification and, potentially, a multiplexing of nmultiple
wavel engt h signals. The maxi mum di stance al |l owed between a DWM devi ce pair depends on the
particul ar DWDM vendor product used, but can reach distances as high as the 100-120 km
range.

N T o\
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onverter
1300 nm
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A AQ_) Wavelength ~ _ QO 3,
v ..
1300 nm 1 Converter :
1
1
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Converter _O_)
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Figure 8: DWDM illustrated
HP does not require any particular vendor's DWM equi pnent be used. The customer is
responsi ble for the selection and mai ntenance of any DWM equi pnent. However, HP can
provi de, upon request, a list of tested but not certified DWDM vendor's equi prent.

DWM is an alternative for solutions that require nore than two | SLs between the sites or
for solutions where the customer wants to be able to carry both optical networking and

Fi bre Channel traffic on the sane pair of optical fibers. Since DADM has no protoco

awar eness of any kind, nmultiple protocols can be run sinultaneously over a single optica
fiber via DADM Et hernet 100BaseFX, FDDI, G g Ethernet, Fibre Channel and ESCON
(essentially any optical based protocol).

A DWDM sol ution can support multiple separate clusters and nultiple non-cluster rel ated
optical connections sinmultaneously over a redundant pair of optical fibers. The redundant

® The wavel ength associated with long-wave in the Fibre Channel redbook is between 1300 and 1550 nm.
12



fi bers between the DWM equi pnent nust foll ow the standard physical routing requirenents
for an extended cluster in that they nust follow di fferent physical routes between the
sites they connect.

choosing the right inter-site link technology

There are different |1SL options avail able when designing A SAN. The choice of ISL in the
design of the SANis particularly inportant as it not only affects the initial cost of the
solution, it can have future ramfications on the scalability of the solution if the
customer's SAN bandwi dth requirements increase. A nunber of factors must be eval uated

bef ore making an | SL choi ce. These factors include but are not linited to:

« Distance between sites: For distances up to 80km direct connections between swi tches
in the SAN can provide the distance support necessary or DWDM can be used. For |SLs
over 80km DWM rust be used to provide the ISL links in the solution

e SAN Bandwi dth requirements: Proper sizing of the SAN during its design will
determ ne how many | SLs are required between the sites to nmeet the necessary
bandwi dt h requirements during both normal processing and (re)synchronization
operations. \Wen using short-wave, |ong-wave, or |ong-haul GBICs, a separate optica
fiber is required for each ISL. Multiple optical fibers between sites can becone
very expensive. For solution requiring nore than two |ISLs, use of DWM becones an
option.

* Nunmber of optical fibers between sites: If the customer wants to | everage the sane
pair of optical fibers for the both I P networking and the SAN between the sites,
then DADM wi Il be required. Using DADM linmits the number of optical fibers needed
between sites to two.

e Telecomprovider requirements (i.e. dark fiber requirenents): W are encountering
nore and nore tel ecom providers who only offer dark fiber over DWDM Check with the
| ocal provider to determine if DADMis an option or requirement for the solution

e Cost: An analysis nust be perforned to deternmine if dedicated ISL fibers and
networ ki ng i nfrastructure are nore cost effective than DWM or not.

+ Custoner preferences

internetworking

The network capability requirenents for a two site extended campus cluster are exactly
the sane as those required for a standard MJ ServiceCGuard cluster and a three site

Ext ended MJ ServiceCGuard cluster's networking requirements are exactly the same as a
MetroCl uster. The network nust consist of a single IP subnet (to support relocatable IP
addresses) and support DLPI communi cations end-to-end (to support MJ ServiceCGuard cl uster
formati on protocols). The latency must not interfere with the cluster heartbeat messages
or the cluster refornmation protocols. The overall end-to-end network |atency for the
cluster must be at or bel ow 200ns.

Not e: The overall end-to-end network | atency, for the cluster |IP network, must be at or
bel ow 200ms.

The network must be designed and depl oyed in a manner such that no SPOF in the network
exists that can result in the entire cluster to failing because cluster heartbeats cannot
be conmuni cat ed between cl uster nodes or cluster reformation protocol nessages cannot be
exchanged between enough cluster nodes to nmmintain cluster quorum

Two recomended networ ki ng options for extended clusters are:

- FDD
e Optical Ethernet (G gabit or 100-FX)

FDDI and Optical Ethernet will operate and are supported over DWDM for an extended
clusters with data centers at distances of up to 100km apart from one another

extended MC/ServiceGuard cluster design: bringing the pieces together

This section delves into the overall design of an Extended MJ Servi ceGuard cl uster
i ncluding the SAN and Networking infrastructure. It discusses both two-site and three-site
designs, articulating the tradeoffs of the two choices.
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extended MC/ServiceGuard cluster design philosophy

In all cases, the first and forenost requirenent of an HA or DR design is that it protect
fromdata corruption. A solution that keeps the applications running but allows data to
become corrupt is useless (applications cannot run properly on corrupt data). An HA or DR
design's second requirenent is that it provide for application availability. Data
protection nmust always precede availability.

When desi gni ng an extended cluster, there are many acceptable architectures, options, and
tradeoffs that go into the design. Many of these design decisions and tradeoffs occur as a
result of the customer's requirements. Sonetimes these tradeoffs consist of choosing
between two undesirable failure scenarios that cannot both be avoi ded, either because it
is not technically feasible to design a solution that protects fromboth or because the
customer doesn't want to spend the noney necessary to protect from both. Watever the
reason for the choices nade, it is inperative that the customer's availability

requi renents are well understood and that any tradeoffs made are agreed to. It's not
uncomon for the customer's availability requirements to conflict with his design
requirenents. In those cases where there is a conflict steps nust be taken to educate the
customer about the conflict, explain why it exists, and articul ate the choices avail abl e
to mnimze the conflict while still providing for data protection and availability. It is
very inportant that the custoner clearly understand the ram fications of all design

choi ces made on the data integrity and availability of the solution

single points of failure (SPOF) in a design
In the disaster tolerant solution realmtwo different types of SPOF shoul d be consi dered:

e Technical SPOF
» Design SPOF

Di saster tolerant clusters can actually be designed to survive nmultiple failures
(everything fromseveral hardware conponents in the cluster to an entire site failure). It
is recommended that, when designing and depl oyi ng extended cluster, all measures are taken
to design a solution that can recover fromas many nultiple failures as possible.

technical SPOFs

A technical SPOF is a situation where the solution is not properly designed to protect
fromthe failure of a critical hardware conponent. An exanple would be an extended cl uster
designed around two non-fault tolerant Fibre Channel swi tches for disk connectivity. The
swi tches thensel ves have linmted or no high availability features built into them If one
of the switches were to fail cluster nodes will |oose all communications capability to the
storage devices served by that switch. This may result in cluster package failures and a

| ack of data replication. Designs containing technical SPOFs are not acceptable and will
not be supported by the Hew ett-Packard Conpany.

design SPOFs

Desi gn SPOFs are different fromtechnical SPOFs in that a conscious decision was nade to
accept the exposure resulting fromnot protecting a single critical piece of hardware that
in and of itself is highly available. An exanple would be a cluster designed around two
fault tolerant FC64 Fi bre Channel sw tches. Since these switches are near fault tol erant
(no single conponent failure within the switch will result in a conplete failure of the
switch), a single pair of these switches is acceptable and is supported for an Extended
MC/ Servi ceGuard cl uster solution. However, the fact that there are only two of themin the
sol ution nakes each of thema potential SPOF. If for some reasons one of the switches is
physical ly danaged (for exanple, it is damaged or destroyed by fire), the ability for the
cluster to replicate data between data centers would be conpronised and the DR protection
provi ded by the cluster would be rendered ineffective.

It is extrenely inportant that the customer understand the ram fications of all design
SPOFs before they accept them The ramifications of these decisions can be very far
reaching when a failure that the customer thought highly unlikely does in fact occur

Attention: Any Extended M ServiceGuard cluster designs that contain technical SPOFs wll

not be supported by the Hewl ett-Packard Conpany. C usters containing design SPOFs will
have to be eval uated on a case-by-case basis and should be thoroughly docunented in a TCO

14



Conpl ete sol ution design and pl anni ng engagenent fromthe TCO organi zati on. See your HP
sales rep for details.

key areas of design consideration

There are four key areas of concern when designing an Extended MJ ServiceGuard cl uster

Key Design Areas

e The nunber of sites the cluster will occupy (two or three).

e The Ethernet network communication infrastructure that supports the cluster
(i ncludes the networks for cluster comrunication and client attachnment to the
cl uster nenbers)

e The Storage Area Network (SAN) conmunication infrastructure that connects the
cluster servers to the mass storage (disk) devices.

e Ensuring cluster quorum can be achieved after a site failure.

Al'l of these areas nust be addressed with data protection (consistency and currency) and
cluster quorum capability in mnd. The renmainder of this section will go into detail on

supported configurations, linmtations, and how to properly design for each of the areas

listed above for both "two data center” and "three data center" designs.

two site cluster design with dual cluster lock disks

As the name inplies, this configuration defines a solution in which the cluster components
are geographically separated into two i ndependent data centers. Dual cluster |ock disks
are required in a two data center solution in order to guarantee recovery froman entire
data center failure.

Warni ng: Any time dual cluster |ock disks are configured into a solution the door has been
opened to split-brain syndrone. Since a two data center design uses dual cluster |ock
disks it is susceptible to split-brain syndrome. Special care should be taken in the
overal |l design of the cluster to limt the possibility of split-brain occurring. In a
properly designed, configured, and deployed two-site solution it would be very difficult
for split-brain to occur (as a mininum two links nmust fail) but it is still possible.

two site design requirements and restrictions

There are some special requirenents and restrictions placed upon two data center Extended
MC/ Servi ceCGuard cl uster solutions that nust be adhered to. Since dual cluster |ock disk
devices are required, a two-site cluster nust contain either two nodes or four nodes.
Three node clusters are not allowed, as there nmust be an equal nunber of nodes in each
data center. This is a direct consequence of the cluster quorum nechanism Also, clusters
with greater than four nodes are not allowed because MJ Servi ceGuard only supports cluster
| ock disks for clusters containing four nodes or |ess.

Two Site Design Limitations and Requirements

e Two separate data centers are used

e Symmetric clusters only — equal nunmber of nodes at each site
e Two node and four node cluster only — no three node clusters
* Lock disks only supported for clusters with up to four nodes.

e Dual cluster lock disks required — one in each data center, each on a separate
bus

e Special care nmust be taken to mnimze the potential for split-brain syndrome to
occur — physical connections between the data centers (cables) rmust be redundant
and nust be routed via at |east two separate physical paths

Refer to Figure 9]for an exanple diagramof a supported two site extended cluster.

15



why a restriction of either two nodes or four nodes?

Wiy nmust a two data center cluster contain an even nunber of nodes (two or four) and at
the sane tine not contain nore than four nodes? Wiy nust the nodes be allocated evenly
between the two data centers? The answers to these two questions are fairly
straightforward. They relate to cluster quorum and a MJ ServiceCGuard cluster |ock disk
configuration limtation.

Renenmber, the purpose for deploying an extended cluster is to protect fromthe failure of
an entire data center. Having an even nunber of nodes in each data center and dual cluster
| ock disks relates directly to the operation of the MJ ServiceGuard cluster reformation
protocol s and cluster quorum After the failure of a node or nodes in a MJ ServiceGuard
cluster, the cluster reformation protocol requires that at |east Y of the nodes that were
active in the cluster prior to the failure nust be present during reformation for a new
cluster to form— in the case of % of the nodes forming a cluster, a cluster |ock disk
must al so be avail abl e.

Cluster Reformation Protocol Requirements for Quorum

At least “»of the nodes that were active in the cluster prior to the failure nust
be present during reformation for a new cluster to form

e In the case of Y% of the nodes formng a cluster, a cluster lock disk nust also be
avail abl e
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Figure 9: Two-site cluster design with 4 nodes

If we had an asynmetrically designed cluster where one data center contai ned nore nodes
than the other, if the data center with the greater number of nodes in it fails, the nodes
in the surviving data center will not be able to achieve cluster quorum as defined by the
MC/ Servi ceCGuard cluster protocols. As a result, they would all TOC as specified by the
cluster reformation protocol, resulting in a failure of the entire cluster (this brings up
an interesting issue related to cluster maintenance procedures and ensuring there is

al ways a symetrical nunber of nodes in the cluster. This is the reason for the

requi renent of an even number of nodes distributed symmetrically between the two data
centers.

The basis for the requirenment that dual cluster |ock disks (one in each data center) be
present in the cluster is that, in addition to requiring at |east % of the nodes fromthe
prior cluster, the cluster reformation protocols may require the acquisition of a cluster
| ock di sk device for a new cluster to form By configuring a cluster |ock disk in each
data center we ensure that a cluster lock disk will be available if an entire data center
fails and a new cluster needs to be fornmed.

Split-brain syndrome is when two separate clusters form It can only occur in a cluster
configured with dual cluster lock disks. In a properly designed and depl oyed cl uster
split-brain syndrome can only occur when a nuti-point failure occurs that allows exactly
one half of the cluster nodes to conmunicate with each other and have access to one of the
two cluster |ock disks, and at the sane tinme, the other “% of the cluster nodes have
conmuni cati ons anong thensel ves and access to the other cluster l|ock disk. Since zero or
one cluster lock disks is not an option with a two data center extended cluster, the only
way to avoid the potential of split brain is to architect a three data center cluster

whi ch does not use cluster |ock disks.

Warning: Any time a cluster is configured with dual cluster |ock disks there exists the

potential for split brain syndrome to occur. The only way to guarantee split brain wll
never occur is to never configure a cluster with dual cluster |ock disks.

three site cluster design
In this design paradigmthe nodes in the cluster reside in three i ndependent data centers.

Clusters of three nodes and clusters with greater than four nodes are supported as are
asymmetric clusters (clusters that do not contain an equal number of nodes in all three
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data centers) of five nodes or nore. The attractiveness of a three data center cluster
design is that it does not need, and in fact cannot use, cluster |ock disks to achieve
cluster quorum after a data center failure. Since it doesn't use cluster |ock disks, a
three site extended cluster is not susceptible to split brain syndrone. A properly
designed three site Extended MJ ServiceGuard cluster solution will always be able to
achieve cluster quorumafter a site failure because >50% of the nodes will always be
available to forma new cluster.

three site design requirements and limitations

There are requirenents and l[imtation for three-site clusters that do not exist for two-
site clusters. Special care nust be taken when designing a three-site cluster to ensure

cl uster quorum can be achieved after an entire site failure. The nodes in a three-site
cluster do not have to be distributed symetrically, they may be distributed in an
asymmetric manner but there are requirenments on node |ayout to ensure quorum can be
achieved after a site failure. There rmust be an equal nunber of nodes in both of the nmjor
data centers. Also, in a three-site cluster not all cluster nodes are connected to all of

the storage. Nodes connected to the nmass storage devices will be referred to a prinmary
node and will reside in the two major data centers. Nodes not connected to the mass
storage will be referred to as arbitrator or secondary nodes and reside in the third data

center. Disaster recovery occurs between the two major data centers since these data
centers contain the nass storage devices between which application data is being

replicated (Egure 10).

Three Site Design Limitations and Requirements

 Asymetric clusters supported (i.e. not all three data centers have an equa
nunber of nodes) 0

e The nmjor data centers nmust contain an equal nunber of nodes
e Node | ayout nust guarantee quorumafter a site failure

e No data center may contain >= % of the cluster nodes

e Custers nay contain three nodes or greater than four nodes
e Four node clusters are not supported

e« Only nodes in the major data centers are connected to the storage devices
e Custer |lock disks not needed and not supported

e The two networks connecting the three sites nust be routed in different
directions so a one site failure does not becone a SPOF for both networks

e« Up to 16 nodes in a cluster

® An exception to thisis a cluster where one major data center and the data center containing the arbitrator nodes each contain two nodes and the second major data
center contains one node. Seetable 2.
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Figure 10: Three-site cluster design

cluster lock restrictions and limtations
For MC/ ServiceCGuard to support cluster lock disks in a cluster all the nodes in the
cluster nmust have access to all cluster |ock disk devices. In a three-site cluster,

only the nodes in the two major data centers are connected to the storage, the nodes
inthe third data center are not. Therefore, cluster |ock disks are not supported in
a three site extended cluster solution

Since cluster |ock disks are not supported, how is quorumachieved if an entire site
fails? In a properly designed three-site cluster, cluster |ock disks are not

necessary. In case of a site failure, quorumw Il be achieved by ensuring greater
that % of the nodes fromthe prior cluster are still available in the two surviving
sites. Refer to the next section for details.

Node | ayout restrictions and limtations

The nodes in a three site extended cluster
asymmetrically. This rmust be done in a manner that ensures no one site is a SPOF for
the entire cluster. This neans no one site may contain one half or nore of the total
nodes in the cluster. If we allow one site to contain one half or nore of the

may be distributed between the sites

cluster nodes and that site suffered a total failure, the surviving nodes will not
be able to achi eve quorumand the entire cluster will fail. As a result of this
design requirenent, four node clusters are not allowed in a three-site design. Wth

a four-node cluster there is no way to distribute the nodes across three sites and
not have one site contain % of the nodes. Three node clusters are supported and
clusters with greater than four nodes are supported, but not four-node cluster
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Denystifying the “ Arbitrator” server(s)
In a three-site cluster only the two najor data centers actually contain cluster
nodes that run MJ ServiceCuard application packages. The third site contains a
server(s) which is part of the cluster, but its primary purpose is to be part of the
cluster reformati on process so that quorum can be achi eved wi thout the need for
cluster lock disks. In the past (in MetroCluster) the server(s) in the third data
center have been referred to as "arbitrator" server(s). Al though they are referred
to by this special name, there is nothing special about their configuration or role
in the MJ ServiceCGuard cluster. They are only included in the cluster to ensure that

if one of the major data centers fail, enough cluster nodes will still be active (>
3 to ensure cluster quorumcan be achieved without the need for a cluster |ock
di sk.

It is possible to configure two arbitrator servers at the third site and have these
servers share some comon | ocal disk storage. You can then configure a

MC/ Servi ceGuard package(s) that fails over between these two nodes, but which al ways
remains local to this third data center

hints on choosing the number of nodes for the cluster

It is fairly easy and straightforward to architect a three-site cluster in which a site
failure is not a SPOF. However, special consideration nmust be given to the design if we do
not want a SPOF to exist after an active cluster nenber has left the cluster. In other
words, if one node | eaves the cluster due to a failure or naintenance, the cluster may be
susceptible to a total failure resulting froma site failure. It is not only possible to

design the cluster in a manner that will close this hole, it is recommended (though not
required). The easiest nethod for acconplishing this is to ensure that all three sites
contain a mnimum of two nodes each. This will ensure that there are always enough active

nodes to achi eve quorumeven if the active cluster is running short one nmenber. Keep in
mnd that this only applies after a node |eaves the initial cluster that contains al
cluster menbers as active menbers.

Let's | ook at a table showi ng the nunber of nodes necessary at each site to ensure the
cluster's ability to recover froma site failure following a single node failure (or a
node renoved fromthe cluster adm nistratively)

Not e: The total nunber of nodes contained in sites 1, 2 and 3 nust be equal to or |ess
than the nunber of nodes supported by the version of MJ ServiceGuard you are using.

As can be seen fromthe table bel ow, designs containing >= 2 nodes in both major data
centers and two arbitrator nodes in the third data center will provide protection froma
site failure even after a single node has left the cluster dues to a failure or for

adm ni strative operations (i.e. OS upgrade, hardware upgrade, cluster software upgrade).
For this reason we reconmend two arbitrator nodes for all three-site cluster containing
two or nmore nodes in the major data centers.
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Maj or Data Maj or Dat a Data Center 3 CGuarantees protection fromsite
Center 1 Center 2 (arbitrator failure after node failure
site)
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Table 2: Per-site node quantity impact

extended MC/ServiceGuard cluster SAN design

There are no "special” SAN design criteria required for an Extended MJ Servi ceGuard
cluster. The standard requirenents for availability, path redundancy, and consideration
for bandwi dth requirements found in normal SAN design are sufficient when designing an
Ext ended MCJ Servi ceGuard cluster SAN.

ISL support for extended MC/ServiceGuard clusters

For extended clusters, HP supports SAN designs using short wave GBI Cs, |ong-wave GBI Cs,

Fi ni sar | ong-wave GBI Cs, and DWDM for switch ISL links. A single hop between two sw tches,
of up to 100kmin length is allowed in the SAN for an extended Service Guard cluster. This
nmeans the sites containing the di sk storage devices can be up to 100km apart from one
another. The following table outlines the I SL | engths supported for different optical
fiber specifications:

Optical fiber 62.5/125 | 50/ 125 9/ 125
speci fication

Short - wave 175 m 500 m -

Long- wave - - 10 km
Long- haul - - 80 km
DVWDM 100 km

Table 3: distance, technology and optical fiber specification

SAN design rules and requirements

When desi gni ng the SAN portion of an Extended MJ ServiceGuard cluster solution on HP-UX
servers, all SAN design rules outlined By the Hewl ett-Packard Conpany must be foll owed or
the SAN will not be supported by the Hew ett-Packard Comnpany.

dual SAN cl ouds
As stated earlier, Extended MJ ServiceGuard clusters rely on HP MrrorDisk/UX to replicate

the data between the data centers containing the di sk storage devices. Proper design of
the Fibre Channel infrastructure and configuration of the volume groups and | ogi cal

" Thisisthe ACSL MetroCluster 2-1-2 configuration. See the ACSL Support web page for details
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vol unes used by the application packages is necessary to ensure proper protection of the
data belonging to the applications. It is reconmended that at |east two separate SAN

cl ouds be used to connect the servers to the disk devices in the solution. The two hal ves
of a mrrored | ogical volunme should be connected to each server in the cluster via
separate SAN clouds. As a mninum one SAN cloud can connect the cluster servers to the

di sk storage devices in the |ocal data center (one half of the mirror) and the second SAN
woul d connect the servers to the disk storage devices in the renpte data center (the other

half of the mirror). See

DATA CENTER 1 DATA CENTER 2
Data LAN + Heartbeat Data LAN + Heartbeat
e ——T o ——]
\m um/
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Primary
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lock disk

lock disk

Figure 11: Dual SAN clouds without PV-Link support

It is not a requirenent, but it is highly recoomended that the cluster servers and storage
devi ces be connected to the SAN in such a manner that PV-Links (alternate paths) can be
configured (Figure 12). Whether PV-Links can be configured or not depends on whether the
storage deviCeés 1n e solution provide redundant connection capabilities or not
(currently all HP Fibre Channel based di sk storage devices provide connection redundancy
that can be used to support PV-Links). For an extended cluster, configuring PV-Links wll
hel p ensure MrrorDi sk/UX can continue to replicate the data between sites even if one of
t he SAN paths becomes unusable (Figure 13). Furthernore, not configuring PV-Links exposes
applications to data loss in the event of a SANlink failure followed by a site disaster.
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Figure 12: Dual SAN clouds with PV-links - Ideal design
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Figure 13: Uninterrupted data replication with dual SAN cloud with PV-Links
after a switch or link failure



extended cluster IP network design

In an extended cluster, all of the standard requirenments for MJ Servi ceGuard networ ki ng
must be net:

MC/ServiceGuard Networking Requirements

* Routed networks cannot be used as heartbeat networks
* Heartbeat networks nust support DLPI protocol
e Maxi num 200ms network | atency heartbeat networks

e Solution nust be designed so no single failure can result in all
heart beat subnets failing sinultaneously

As with all other aspects of an extended cluster, the IP networks used in a solution
shoul d not only be designed for high availability, they nust be designed so that the
failure of an entire data center does not result in all subnets failing.

Al of the standard network interface types supported by MJ ServiceCGuard are supported for
extended clusters. Keep in mind that any distance limtation on the network |ink chosen

wi Il define the nmaxi mum di stance supported for the extended cluster solution. The

foll owi ng optical based networking links are likely to be used in an extended cluster as
there are not as many distance limtation constraints on these interfaces as there are on
copper based LAN links (all of these can be extended with DWDM :

» 100Base- FX
. 1000EaseT (gi gabit Ethernet)

- FDDI " (see Figure 14]for an FDDI over DWM exanpl e)
DATA CENTER 1 DATA CENTER 2
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Figure 14: FDDI dual ring, redundant networks over DWDM
(The data subnet is not HA in this diagram)

8 Each FDDI requires two slotsin the DWDM converter to support its dual-ring topology. Two FDDI subnets would require four slots
in each DWDM converter
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dual data center network design

For a dual data center solutions the networking requirenents are exactly the sanme as any
standard MC/ Servi ceGuard cluster with one major difference, in an extended cluster, the

physi cal paths the two subnets foll ow between data centers must be different (a standard
requirenent for all extended cluster inter site links). It is highly reconmended that the
subnet used by clients for connecting to cluster servers be made HA. All the exanples in
this paper show a cluster with two networks. Notice that the user network is designed to

be HA and t he dedi cated heartbeat network is not. See

Three data center network design

The network design requirements for three data center extended clusters are the sane as
the requirenents for a MetroC uster. Two separate networks are required to connect the
data centers together (both nmust carry heartbeat). The user subnet should be nade HA if
possible. In a three data center design, the networks nust be deployed in such a manner
that one of the data centers is not a SPCF for both subnets. shows a properly
desi gned and depl oyed network for a three data center design. Tn s di agram both
networ ks are "bus" type networks. One of the subnets has endpoint in Data center 1 and
Data center 3 and the other subnet has endpoint in Data center 2 and Data center 3. If any
one data center fails, the two surviving data centers will still have a comuni cation path
between them Notice that the arbitrator server does not have HA connections to either
subnet .

glossary

Cont i nuous Access XP
A software product available on Hewl ett-Packard XP disk arrays. It provides hardware
mrroring of data between two separate arrays over either and ESCON connection or a
Fi ber Channel connection at distances of up to 100km

DWDM ( Dense Wavel ength Divi si on Ml tipl exing)
An opto-el ectronic technol ogy whose concept is sinple: simultaneously transmt separate
optical signals through the sane fiber at different wavel engths or colors of |ight

@GBIC (GgaBit Interface Converter)
The conponent in a Fi ber Channel device that contains the optical |aser. They cone in
three flavors, short-wave (up to 500m, |ong-wave (up to 10km, and |long-haul (up to
80km

ISL (Inter Switch Link)
A fiber optic connection between e-ports on two Fi bre Channel switches.

LVM
HP- UX Logi cal Vol une Manager

MC/ Ser vi ceGuar d
Hewl ett - Packards industry |eading H gh Availability cluster software product

Metro Cluster
A DR cluster product which conbi nes MJ ServiceGuard and Conti nuous Access XP (or SRDF)
to provide disaster tolerant clusters at up to 100km over Fiber Channel (50 kmw th EMC
SRDF)

M rror D sk/ UX
A licensabl e product that operated with HP-UX LVMto provide a host based data
mrroring solution.

SRDF

A software product available on EMC I CDAs. It provides hardware mirroring of data
bet ween two separate arrays at di stances of up to 50km
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