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Analyzing System Resources

• Introduction
• Client-Server Environment
• Major Resources

– CPU
– Memory
– Disk I/O
– Network

• Questions & Answers



Data Collection & Analysis 
Tools

• Standard Unix tools
– sar, top, iostat, vmstat, netstat, uptime

• HP Tools
– GlancePlus, MeasureWare, PerfView

• Lund Tools
– SOS/9000, SOSLOGD, SOSLOGX, 

Performance Gallery Gold



Workload Definition

• In MeasureWare, workloads are 
configured in /var/opt/perf/parm, and are 
called applications

• In SOS/9000, workloads are configured 
in /etc/opt/lps/cfg/workdefs



Workload Definitions – Using MeasureWare



Workload Definitions – Using SOS



Data Logging Interval

• MeasureWare has a fixed 5 minute interval 
for logging Global, Application, and Device 
data.  Interesting Process data is logged 
every minute.

• SOS/900 has a user-defined logging interval, 
with a default value of 5 minutes. A snapshot 
of process data is taken when the other data 
is logged.



Resources vs. Performance

• We usually measure resource utilization and 
say that we are measuring performance

• But there are only two ways to really measure 
Performance
– Response Time

• By Process
• By Workload
• System-wide

– Throughput



Automation

• Automatic reporting
• Analysis instead of 

reporting
• Export to web page



Analysis Method – Implementing Change

• Identify issue
• Determine possible solutions
• Implement solution
• Test results
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Trending

CPU Utilization And Queue Length
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Client-Server Environment

• Definitions
• Client-Server Styles
• 3 Tier Architecture
• Problem Analysis
• Components of Response Time



• Client-Server
– When a transaction or function has components 

that execute on 2 or more computers

• Response Time
– The elapsed time between hitting the ENTER or 

RETURN key and getting results back on the 
screen

Client Server – Definitions



Distributed
Presentation

User Interface

User Logic
Business Logic
Data Manager

Remote
SQL

Business Logic
Data Manager

User Interface
User Logic

Business 
Transaction

User Interface
User Logic

Business Logic

Data Manager

Client Server – Styles



..

.

Application Server

Database Server

LAN

PCs or Workstations

Client Server – 3 Tier Architecture



• Components to Analyze on Each System
– CPU
– Memory
– Disk I/O
– Network

Client Server – Problem Analysis



Where are you most likely to find the source of 
a performance problem?

Database  60%

Application  30%

System  10%

Client Server – Problem Analysis



• Once you identify a performance problem, 
there are only two ways to resolve it:

– Increase the resource
• More Processors, Memory, Disk
• Faster Processors, Disk

– Decrease the demand
• Tune the application
• Tune the Operating System
• Redistribute the work

Client Server – Problem Analysis



Mainframe System

Elapsed 
Time

Data from one business 
transaction is typically 

fully contained

Clients Application
Server

Database
Server

Network Network

Elapsed Time

Client Network App
Server

Network DB
Server

Data from One Business Transaction 
is not fully contained

Centralized Environment Client Server Distributed Environment

Client Server – Response Time Component



Measurement
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Client Server – Response Time Component



Global Summary



System Tables



System Resources

• CPU
• Memory
• Disk I/O
• Network 



Central Processing Unit

• Metrics
• Process Scheduling
• Metric Thresholds
• Analysis Desktops
• Trending



General Metrics User Mode System Mode
CPU Busy % CPU User % CPU Sys %
Run Queue Length CPU Nice % CPU CSw %
CPU Busy % by Workload CPU Neg Nice % CPU Intr %

CPU Real % CPU Trap %
(CPU High-Pri Busy %) CPU Vflt %

CPU – Metrics



CPU – Summary Screen



Real Time Scheduling         Time Share Scheduling
System                           System User

| 0--------------------------------127 | 128----------177 | 178----------255 |
Highest                                                         Lowest

• Nice lowers the priority, but increases the Unix priority number
• Negative nice raises the priority, but decreases the Unix priority 

number

CPU – Process Scheduling



CPU Busy………………………….. 85%
CPU Real Time……………………. 5%
System (Kernel) Mode……………. 30%
Run Queue Size…………………… 10

CPU – Thresholds



CPU – Analysis Views



CPU Utilization And Queue Length

0
10
20
30
40
50
60
70
80
90

100

OCT
00

NOV
00

DEC
00

JAN
01

FEB
01

MAR
01

APR
01

MAY
01

JUN
01

JUL
01

AUG
01

SEP
01

OCT
01

NOV
01

DEC
01

JAN
02

P
er

ce
n

t

CPU Utilization CPU Queue Length

CPU – Trending



CPU – Minimal Queueing



CPU – Moderate Queueing



CPU – Excessive Queueing



Memory

• Metrics
• Memory Management
• Metric Thresholds
• Analysis Desktops
• Trending



Free Memory

User Memory

Deactivation RateBuffer Cache

Page Out RateSystem Memory

Page In RateUsed Memory %

Virtual Memory I/OMemory Utilization

Memory – Metrics



Memory – Summary Screen



• There are 3 kernel parameters that affect 
paging and deactivations
– LOTSFREE (Lots Free)
– DESFREE (Desired Free)
– MINFREE (Minimum Free)

• Memory Manager tries to keep free memory 
above DESFREE

Memory – Management



• Paging begins when free memory drops 
between LOTSFREE and DESFREE

• Deactivations occur (paging stops) while 
free memory is below MINFREE 

• Paging continues until free memory is above 
LOTSFREE

Memory – Management



Min Free 
Des Free 

Lots Free 

User Memory, 
Buffer Cache & 
System memory

Free memory

Memory – Management



Used Memory %………………….. 95%
Free Memory %…………………… 5%
Deactivation Rate……………….… 0

Memory – Thresholds



Memory – Analysis Views



Memory Utilization
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Memory – Trending



Memory – No Pressure



Memory – Minimal Pressure



Memory – Excessive Pressure



Disk

• Metrics
• Buffer Cache
• Metric Thresholds
• Analysis Desktops
• Threshold Filtering
• Trending



System I/O

VM I/OBuffer Cache Hit 
Rate %

Raw I/OUtilization %
User I/O (FS)Service Times
Physical I/OWait Times
Logical I/O (FS)Queue Length
I/O RatesGeneral

Disk – Metrics



Disk – Metrics
Global I/O Detail



Disk – Summary Screen



• A pool of buffers in memory to maintain data 
in memory to avoid disk access

• Fixed vs. Dynamic (default)
• Default Kernel Parameters

– bufpages = 0
– dbc_min_pct = 5
– dbc_max_pct = 50

Disk – Buffer Cache



Physical Disk Read =
User (FS) Read +
Raw Read +
VM Read +
System Read

Disk – Buffer Cache
Physical Disk I/O

Physical Disk Write =
User (FS) Write +
Raw Write +
VM Write +
System Write



Buffer Cache Hit Rate % 

= Logical Reads – Physical Reads
Logical Reads

= Logical Rd Rate – User Rd Rate
Logical Rd Rate

* 100

* 100

Disk – Buffer Cache
Hit Rate



Disk Utilization %……………………. 25-50%
Buffer Cache Hit Rate %…………….90-95%
Disk Queue Length…………….…….3

Disk – Thresholds



Disk – Analysis Views



Disk – Analysis Views



Disk – Analysis Views



Threshold Filtering
Before FilterDisk –



Threshold Filtering
After FilterDisk –



Location In Lund’s Performance Gallery Gold to filter data by 
threshold settings

Disk – Threshold Filtering



Disk I/O Rates

0

10

20

30

40

50

60

70

80

OCT
00

NOV
00

DEC
00

JAN
01

FEB
01

MAR
01

APR
01

MAY
01

JUN
01

JUL
01

AUG
01

SEP
01

OCT
01

NOV
01

DEC
01

JAN
02

Reads Writes

Disk – Trending



Disk – File System I/O



Disk – Reasonable Utilization



Disk – Excessive Utilization



Network

• Metrics
• Metric Thresholds
• Analysis Desktops



• TCP packets in & out
• UDP packets in & out
• Collisions
• Errors

Network – Metrics



Network – Summary Screen



Collisions %………………….…… 10%
Errors ……………………………... 0

Network – Thresholds



Network – Analysis Views



Network Traffic
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UNIX Performance (in review)

• Perform analysis on a regular schedule
• You must know what normal is, in order to 

recognize a problem
• Resolve each pressure symptom as it is 

identified to maintain good performance
• Develop a standard method of reporting 



Questions and Answers


