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“Microsoft SQL Server 2000 Service Pack 3 offers 
customers several enhancements including support 
for the QLogic Virtual Interface protocol,” said James 
Hamilton, general manager for SQL Server at Microsoft 
Corp.  “The VI technology in the SQL Server networking 
layer reduces CPU consumption per transaction on the 
server and client systems, and improves performance.”
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Performance Problem:  TCP/IP 
Interconnect Within Data Center

Very High CPU Utilization
– Protocol processing with any size message

– Receive data copy overhead for medium to large 
message size

High Memory Bandwidth Required
– Same data is copied 2 to 3 times to make it to user buffer

OS Infrastructure for TCP/IP Offload Technologies Still 
Under Development

RDMA over TCP/IP Specifications Under Development
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Solution - VI

VI Connections
– Direct sessions established between end application nodes
– No TCP/IP processing required

RDMA (Remote DMA) Capabilities
– Data moves directly into application buffer
– No double buffering of data needed

Proven Technology with Proprietary Interconnects
– Database acceleration

• SQL, Oracle, DBII
– File oriented storage

• DAFS, NFS - Netapp
– High performance computing

• Various MPI libraries in market 
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Problem with Proprietary VI 
Interconnects

Ties IT Customer to Single Server Vendor
– Compaq ServerNet, Dell GigaNet
– Rely on a single vendor for future upgrades
– Limited support

Products EOL
– Low performance because of older technology
– Did not gain enough traction in the industry
– IB was suppose to be the future and now questionable

Very High Cost of Ownership
– High deployment cost
– Difficult to manage
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FC-VI Solution:
Available Today
– No new investment needed
– Evolutionary change

Widely Adopted Standards-Based Technology
High Performance
– Fabric-based for scalable bandwidth 
– 2Gb today, going to 4Gb and 10Gb in CY04 

Fibre Channel Already in the Data Centers
– Single fabric can run FCP-SCSI, FC-IP & FC-VI
– Re-use existing infrastructure – cables, HBA and 

switches
– Re-use of existing management tools
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FC-VI Products

Concurrent Support for Standards-based 
– FCP-SCSI
– FC-IP
– FC-VI - 1.82

Highly Integrated Fibre Channel HBAs & ASICs
– Cost effective solutions
– Deployed on server motherboards and Bladed servers
– Low profile PCI-X single-channel and dual-channel HBAs

Low Latency Switches with VI Preference
– Less than 400 nanosecond switch latency

Supported by Microsoft SQL
– IA-32 SQL Service Pack 3  
– IA-64 with initial IA-64 SQL release
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HP Solutions

HP Proliant DL 760-G2 
8P

HP Superdome

HP rx5670

SANblade 2350 HBAs
– VI protocol support
– Native W2K, SQL

SANbox2 switches
– Prioritizes VI packets
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Other Server Vendor Support

Fujitsu-Siemens Primergy 
T850 8P

NEC Express 5800/1320Xc

– 32 x Intel® Itanium

IBM x-series 440
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IBM RTP Initiative – 15 Node VI 
Cluster
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Microsoft Support

QLogic FC-VI Supported by 
Microsoft Server 2000 

– IA-32 SQL Service Pack 3  

– IA-64 with initial IA-64 SQL 
release

“Microsoft SQL Server 2000 
Service Pack 3 offers 
customers several 
enhancements including 
support for the QLogic 
Virtual Interface protocol,” 
said James Hamilton, general 
manager for SQL Server at 
Microsoft Corp.  “The VI 
technology in the SQL Server 
networking layer reduces 
CPU consumption per 
transaction on the server and 
client systems, and improves 
performance.”
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FC-VI HBA Features

1,024 VI Connections Per Channel
Memory Registration
– Two memory page size support
– 128K TPT entries for RDMA memory registration

Configurable Memory Registration
– send / receive

Configurable MTU up to 256KB
Linearly-Scalable, Multiple HBA support
Specification Compliance
– VIPL 1.0 – with some 1.1 features
– FC-VI 1.82
– Winsock 2.2
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FC-VI HBA Software Architecture
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Very Powerful in Blade  
Server Solutions
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Blade Server Design
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Performance

FC – VI performance Network 
within Data Center
– Demonstrated very high 

performance and scalability
• SAP - 3 Tier Data Center -

40% gain at 2% higher cost
• 50 Server stable SAN using 

FC-VI
Memory Registration Speed –
Using 2K buffer size based on   
P-III, 800 Mhz
– Registration time: 6.5 µs
– De-registration time: 36 µs

Coming Improvements to FC-VI 
Latency Performance
– Sub 20 µs with next-gen HBAs
– Sub 10 µs with 4 and 10 Gb FC
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IPC Solutions comparison

Should be LowVery HighLowCost of 
Ownership

Use of Existing Ethernet 
Switches, Next-generation 
HBAs

Brand New Switches, 
HBAs, Cables and 
Management Software

Use of Existing FC 
Switches, Cables, HBAs, 
Management Software

Infrastructure

IETF Process Starting
RDMA Consortium

CompleteComplete for FC
Complete for VI

Standard

Within Data CenterWithin RACKWithin Data CenterDistance

1Gb, 10Gb2Gb, 10Gb, 30Gb2Gb, 4Gb, 10GbSpeeds

Emerging
Not Proven Yet

1st Generation
Industry Support Waning
Long Term Viability 
questionable

5th Generation FC
Ready for Prime Time
Viable Long Term

Availability
RDMA TOEIB FC VI



Interex, Encompass and HP bring you a powerful new HP World.


	Accelerating Performance of Microsoft SQL Server 2000 Using VI Technology
	HP Published Record breaking TPC-C results
	Today: Data Center Environment
	Performance Problem:  TCP/IP Interconnect Within Data Center
	Solution - VI
	Problem with Proprietary VI Interconnects
	FC-VI Solution:
	FC-VI: Data Center Environment
	FC-VI Products
	HP Solutions
	Other Server Vendor Support
	IBM RTP Initiative – 15 Node VI Cluster
	Microsoft Support
	FC-VI HBA Features
	FC-VI HBA Software Architecture
	Very Powerful in Blade  Server Solutions
	Blade Server Design
	Performance
	IPC Solutions comparison

