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Problem:

Customer upgraded from JFS 3.1 to JFS 3.3 or 
upgraded from HPUX 11.0  to HPUX 11i and he now 
has performance problems with his application and/or 
system.

He notices an increase in the disk activity.
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Glance shows a high level of physical disk activity 
and a low buffer cache hit rate.
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We need to focus on the IO – who is doing it and 
why.

Kitrace can be used to look at the individual IO’s and 
the system calls made by the process

In this case kitrace shows mostly random IO – lseek, 
read,lseek,read

However, occasionally we see sequential IO – lseek, 
read, read
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pid=3665 read ret1=8192

pid=3665 lseek ret1=365633536

pid=3665 read ret1=8192

pid=3665 lseek ret1=284893184

pid=3665 read ret1=8192

pid=3665 lseek ret1=466845696

pid=3665 read ret1=8192

pid=3665 lseek ret1=262332416

pid=3665 read ret1=8192

pid=3665 lseek ret1=118677504

pid=3665 read ret1=8192

pid=3665 read ret1=8192

pid=3665 lseek ret1=204439552

pid=3665 read ret1=8192

pid=3665 lseek ret1=229343232
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When the sequential reads occur, we see lots of 
physical IO being launched to the disks.
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pid=3665 lseek ret1=118677504 

ENQUEUE pid=3665 wr=read len=8192

ENQUEUE pid=3665 wr=read len=8192

pid=3665 read ret1=8192 

ENQUEUE pid=3665 wr=read len=8192

ENQUEUE pid=3665 wr=read len=24576

ENQUEUE pid=3665 wr=read len=16384

ENQUEUE pid=3665 wr=read len=8192

ENQUEUE pid=3665 wr=read len=32768

ENQUEUE pid=3665 wr=read len=8192

ENQUEUE pid=3665 wr=read len=32768

ENQUEUE pid=3665 wr=read len=8192

.

.

.

ENQUEUE pid=3665 wr=read len=24576

ENQUEUE pid=3665 wr=read len=65536

ENQUEUE pid=3665 wr=read len=40960

ENQUEUE pid=3665 wr=read len=8192

ENQUEUE pid=3665 wr=read len=8192

ENQUEUE pid=3665 wr=read len=57344

ENQUEUE pid=3665 wr=read len=32768

ENQUEUE pid=3665 wr=read len=8192

ENQUEUE pid=3665 wr=read len=8192

pid=3665 read ret1=8192 
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System is doing read ahead when the sequential IO 
is detected.

Read ahead is more aggressive on JFS 3.3 than it 
was on JFS 3.1.

It is controlled by the vxtunefs parameters 
read_nstream and read_pref_io.
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>vxtunefs /data

Filesystem i/o parameters for /data

read_pref_io = 65536

read_nstream = 10

read_unit_io = 65536

write_pref_io = 65536

write_nstream = 1

write_unit_io = 65536

pref_strength = 10

buf_breakup_size = 131072

discovered_direct_iosz = 262144

max_direct_iosz = 655360

default_indir_size = 8192

qio_cache_enable = 0

max_diskq = 1048576

initial_extent_size = 4

max_seqio_extent_size = 2048

max_buf_data_size = 8192
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Due to the generally random IO of the application the 
read ahead was unnecessary and in fact was likely 
harmful.

Filesystem parameters read_nstream and/or 
read_pref_io can be tuned to reduce the amount of 
read ahead that is performed.

Note that the application could also be changed to 
include code to advise the filesystem that the IO is 
random.
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Customer sees a similar performance slowdown after 
adding online JFS.

Applications run slower and there is more physical IO 
than seen previously.
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Again we can useAgain we can use KItraceKItrace to see the characteristics to see the characteristics 
of the IO.of the IO.

Kparse Kparse will take the will take the KItrace KItrace output and extract such output and extract such 
things as disk service times, queue lengths and disk things as disk service times, queue lengths and disk 
block frequency. block frequency. 
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From the Kparse report:

Disk block frequency...
Freq    Dev                     Block
597     dev_t=31/0x031200 blkno=0xb37340 wr=read
597     dev_t=31/0x031200 blkno=0xb37240 wr=read
4       dev_t=31/0x031200 blkno=0x538 wr=write
2       dev_t=31/0x031200 blkno=0xbee378 wr=write
2       dev_t=31/0x031200 blkno=0xb4f2ec wr=write
2       dev_t=31/0x031200 blkno=0xb4f2cc wr=write
2       dev_t=31/0x025000 blkno=0x3fb2b4 wr=write
2       dev_t=31/0x025000 blkno=0x30badc wr=write
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We see the same physical blocks being read from We see the same physical blocks being read from 
the disk multiple times during the short (20 second) the disk multiple times during the short (20 second) 
data collection.data collection.

Why are these blocks being continuously read from Why are these blocks being continuously read from 
the disk when the file system should be using the the disk when the file system should be using the 
buffer cache and therefore the block should be buffer cache and therefore the block should be 
available in the buffer cache?available in the buffer cache?
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If we look at a particular If we look at a particular pid pid doing IO we can see doing IO we can see 
what the IO looks like:what the IO looks like:

pid=12131 ktid=13338 lseek err=0 ret1=0
ENQUEUE dev_t=31/0x031200 pid-u/a=12131/12131 wr=read blkno=0xb37240  
b_flags=call/ndelay/busy/read/pftimeout/phys/
ENQUEUE dev_t=31/0x031200 pid-u/a=12131/12131 wr=read blkno=0xb37340  
b_flags=call/ndelay/busy/read/pftimeout/phys/

pid=12131 ktid=13338 read err=0 ret1=524288
pid=12131 ktid=13338 lseek err=0 ret1=0

ENQUEUE dev_t=31/0x031200 pid-u/a=12131/12131 wr=read blkno=0xb37240  
b_flags=call/ndelay/busy/read/pftimeout/phys/
ENQUEUE dev_t=31/0x031200 pid-u/a=12131/12131 wr=read blkno=0xb37340  
b_flags=call/ndelay/busy/read/pftimeout/phys/

pid=12131 ktid=13338 read err=0 ret1=524288
pid=12131 ktid=13338 lseek err=0 ret1=0

ENQUEUE dev_t=31/0x031200 pid-u/a=12131/12131 wr=read blkno=0xb37240  
b_flags=call/ndelay/busy/read/pftimeout/phys/
ENQUEUE dev_t=31/0x031200 pid-u/a=12131/12131 wr=read blkno=0xb37340  
b_flags=call/ndelay/busy/read/pftimeout/phys/

pid=12131 ktid=13338 read err=0 ret1=524288
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Here we see the same blocks being read repeatedly Here we see the same blocks being read repeatedly 
by the application  (by the application  (lseek lseek to position 0, read), the to position 0, read), the 
reads rather large (524288 bytes) and the IO reads rather large (524288 bytes) and the IO 
bypassing the buffer cache (b_flags=phys)bypassing the buffer cache (b_flags=phys)

pid=12131 ktid=13338 lseek err=0 ret1=0
ENQUEUE dev_t=31/0x031200 pid-u/a=12131/12131 wr=read blkno=0xb37240  
b_flags=call/ndelay/busy/read/pftimeout/phys/
ENQUEUE dev_t=31/0x031200 pid-u/a=12131/12131 wr=read blkno=0xb37340  
b_flags=call/ndelay/busy/read/pftimeout/phys/

pid=12131 ktid=13338 read err=0 ret1=524288
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This is the discovered_direct_io feature of Online 
JFS.

Large reads typically are done once (backups or 
copies) and do not need to be kept in the buffer 
cache. 

However, in this case the reads were repeated.  The 
discovered_direct_io parameter should be tuned for 
this application.  
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# vxtunefs /home/jan
Filesystem i/o parameters for /home/jan
read_pref_io = 65536
read_nstream = 1
read_unit_io = 65536
write_pref_io = 65536
write_nstream = 1
write_unit_io = 65536
pref_strength = 10
buf_breakup_size = 262144
discovered_direct_iosz = 262144
max_direct_iosz = 1048576
default_indir_size = 8192
qio_cache_enable = 0
max_diskq = 1048576
initial_extent_size = 2
max_seqio_extent_size = 2048
max_buf_data_size = 8192
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