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Value Proposition HPRLD2003
on Proliants

Solutions

IT and Server Consolidation Needs
-Space constrained datacenters
-Need for reduction of cabling
-Personnel shortages
-Managing multiple & remote sites

Exploit the advantage of networked

storage

-Fibre Channel provides the storage
backbone today

-ISCSI bridging provides access to
Ethernet based servers

-iISCSI is cost effective
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Web & Infr ~~
Front-Ends HP WORLD 2003
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| nt & connect
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HPW i

BL p-CIas

i rterconnect opti on: \_/

- option 1: patch panel with one
RJ-45 port per each network
adapter
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Standard Server Network

Configuration

HP WORLD2003

Solutions and Technology Confererice & Expo
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BL p- Gass GbE2 e HpWo@-zoo,s
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ovaMmew

GbE2 will be
shipping in
September.

- Partnership with Nortel

- all gigabit layer 2 Ethernet switch

- 32 10/100/1000T downlinks

- 2 10/100/1000T crosslinks

- 8 1000SX or 10/100/1000T uplinks
- 4 10/100/1000T ports at front

- architecture supports future options

- Layer 3-7 load balancing option
- 10GbE uplink option

- additional network features

- BL20p G2 Fibre Channel signal pass-
through option

August 15, 2003 iSCSI for Proliant 2210 page 11



BL p-Class GbE inte o~
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p-Class GbE2 switch HPWORID 2003

same form factor as GbE switch
- except LAN is moved to smaller (lower) cube, SAN is top cube

supported on existing p-Class infrastructure
- use with any mix of ProLiant BL p-Class servers

24-port Gigabit Ethernet, layer 2 enterprise switch

16 internal GbE “downlink” ports to the server NICs

2 internal GbE “crosslink” ports linking the two switches

4 external GbE copper- or fiber-based “uplink” ports on rear hot-plug cube
2 external GbE “management” ports on front

enhanced set of network protocol and standards

architected to support future options
- 10 GbE uplink and layer 3-7 switching

BL20p G2 Fibre Channel pass-through option
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p-Class GbE2 swi
upgrade options

HP/ Nortel Partnering

layer 3-7 switching option

- Nortel-only offering, Future

- two versions (standard and high performance)

- add L3-7 switch mezz card + f/w upgrade per switch
- user installable in field

10GDbE uplink option

- HP offering, Future

- GbE2 switch includes a 4-port 10GbE bridge ASIC
- add 10GbE ASIC mezz card per switch

- replace 4x 1Gb uplink cube with new 10GbE cube
- user installable in field
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p-Class GbE2 switch

architecture
(standard configuration with FC SAN optlon)
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p-Class GbE2 switch

architecture :
(future add-on options - L3-7; 10GbE uplink
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p-Class GbE interconnec HPV@ZO(B
m a n a g e m e nt Solutions and Technology Conferenice & Expo

i nd uded web-based and consd e nenu a1 ven user intefaces
scomnmandlineinaface (CU) avalade asfreefir mware upgrade
*SNIVP & RMON wth SNMP scri ti ng and reconmended exanp e sai s

*TFTP support to save and down oad int e connedt switch confi guraion
e raqgdy ded oy multidesystens;, prov des backup and restare capalilities

fUly pre-configured and operaiond a power-up
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ProLiant BL S
Connectivity
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ProLiant
BL10e

ProLiant
BL20p

ProLiant
BL20p G2

ProLiant
BL40p

NAS
(Network Attached Storage)

v

v

v

v

iISCSI to FC

(Using StorageWorks SR2122
iISCSI to FC router)

v

v

v

v

SAN
(Fibre channel option)

v
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ProLiant BL20p sic

Standard 10/100 configuration

HPV RLD2003

Solutions and Technology Confererice & Expo

Dual NC7780 gigabit option

Data 2 | Data 3
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ProLiant BL20p G2

Standard network mezzanine card
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ProLiant BL40p sig
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- 3 O0ragevvo —
SR21221 SCS HPWORLD'2003

S oraage Rout e

Enabl es a&ccessto d ock sorage ona H bre Channd SAN
across an B her net net wor k

SR2122 iSCSI Storage
Router bridge expands
SAN benefits and

reduces cost of

SR2122 jsc
bridging to g(':SStXrNage Router Storage consolidation
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HP Storage / HPWORLD'2003

Solutions and Technology Corfere

ISCSI Storag

Proveni SCS bridgeto
fibre channd sd uion

= Flexible: supports two
Ethernet and two Fibre

Logically transparent Channel connections
-Servers see SCSI disks = Affordable: delivers access to
o the SAN without hardware
- Applications see blocks reconfiguration and at
+ Up to 140 MBs Full Duplex potentially lower cost

= Integrated: fully tested to hp
standards to work with key
subsystems

* HA Configuration Supported
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ISCSI SAN Isolated from
General IP Network

Routing Architecture

IP
Network




ISCSI SAN Grafted onto -%HQ%&%
General IP Network ' '

Routing Architecture

IP Network &
Storage Area
Network &

Storage Area _ % =
Network & _— = %
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ISCSI SAN Overlapping
General IP Network

Routing Architecture

Storage | T g
FC =

Area Network &
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Onga ng chall enges

desire to leverage network
storage efficiencies leads to
greater numbers of SANs

—needed: efficient,
manageable ways to connect
storage islands

one size does not fit all
—needed: wider range of

network storage
cost/performance options

accommodating technology
change

—needed: architectural support
for adding new technologies

August 15, 2003 iSCSI for Proliant 2210 page 2iage 27



Revd uionary | PEnhancenents )
Extend ng Pervad ve Bhernet Datacernta Nt worki ng

eproMvdng aunfiedIPfabricfar

servers, $aage and net wor ki ng
 end-to-end efficiency

for practical scaling

starage * broad vendor adoption
—— * breakthrough
LU economics

rencte - storage and network over a unified infrastructure
management  geographic flexibility and disaster recovery

* remote server management and virtual presence
» out-of-band, hardware based solutions

sting infrastructure
stablished IT knowledge base
sted and proven technology

August 15, 2003 iSCSI for Proliant 2210 page 28



Fabric Strategy &
Customer Benefits

| fradrud ure

Vol une &cost leadership
* Know edge & experi ence

Fabric strategy — Drive fabri c enh

1litl es, 1 Ncrease

*Consdida e pats
» Converge functi ons

* Centrdize nanagenen

HP-WORLD2003

i ;Sdluﬁor{s‘and Technology Confererice & Expo

eLower CPU uilizdion free
menory bandwdh

| ncreased overdl
perfa mance

sd uion

e |

Key fadt: Reduce switch ports & | Key faat: Low 10 Goit Eherndt

Key fat: Operdiond saings & save upto $1000 each uilization wo RDMA TOE
|over P 6°% ¢ KVM/ iSCS TOE/ RDMA
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RDMA Technd ogy Overv ew

How RDMA/ TCP Technd ogy Works

Fast and secur e communi cations

s rentedred nemory access (RDMA)
provi des éfiaert nenory to nenory
transf s bet ween systens

* muchless CPUI nteverti on needed

o true “zero copy” ba weensysens, dta
pdaced drealyinfind destinaion

* makes (PU avalald efa a her tasks

e mal ntanscurert, robust nenory praedion
senartics

Memory

% Memory
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Pr ot ocol over head & effiadency

e TCHIPpraocd overhead aninaread ng
pacent d CPU& nenory wor K oad
o ~1CGhz CPU power par Gi's
e menory bandw dh ~3x wre speed

e 3ogionstosdvethe podem
o fasgea (PUs (paced by Mbar€ s Law)
 nove worktotheN C(TCH I P dfload)

» credeanore dfident, compatidepra ocd
(RDMA TCP)
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Please ask questions or share
comments!
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August 15, 2003

HP Technical Marketing

Why use iSCSI and not NFS/SMB/CIFS/FC SAN?
Cost for implementation compared to FC SAN?

Additional advantages over other techniques (correlates to
answer from Q1)

What OS can access iSCSI?
Which apps will benefit from iSCSI
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Sample Questions

- HP Senior SAN Technologist

1. Do you see the eventual convergence of you storage
network and your regular network? Or is there value in
having a special network dedicated to storage?

2. Why would you want to use iSCSI instead of NAS

(NFS/CIFS)? If NAS offered the performance and cost of
ISCSI, would it be preferable or not?

3. Moving off of Fibre Channel to go to iSCSI will require quite
a bit of work and a lot of new equipment. Is it worth it?

4. When do you think that iSCSI will be as "solid" as Fibre
Channel, with the same features and performance for
dollar), so that it could be used to solve the same sorts of
problems. For example, when would you feel comfortable
using an iISCSI storage network to run your financial
system?
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Sample Q "

- HP Senior Post-sales support Specialist

Do you think you will employ iSCSI in your environment
For which environment do you see iSCSI fit

Do you think it is a supplement or replacement for NAS
If you plan to employ iSCSI, what timeframe

On which platform do you see iSCSI fit most

a > 0bdh -~
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- HP Technical Director

1. Would you plan to use iSCSI to consolidate networking infrastructure
by physically combining storage and local area networks?

2. In your view, does iSCSI need 10 Gbit network infrastructure in order
to be competitive with FC?

3. As you transition to iSCSI will you train storage administrators to
manage |IP networks, or would you ask existing IP network
administrators to perform this function? Would you train IP network
administrators to manage storage?

4. What percentage of the cost of managing FC networks is related to
network infrastructure as opposed to other storage specific work?

5. Which FC networking problem offers the most compelling
opportunity for iISCSI; (lower cost infrastructure, lower cost of
management, or better interoperability?
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HP @RLD 2003

Sulutluns and Technology Conference & Expo

Interex, Encompass and HP bring you a powerful new HP World.

=l interex 89"’1““355 ﬂ/y

shared knowledge « shared power AN HP USER GROUP
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