IP Fabrics —
The Future of
Networking!

Chuck Hudson

Manager, Network System Engineering
Industry Standard Servers, HP

HP WODZOOS

Sulu.muns and Technology Conference & Expo




H
HP WORLD’2003
Solutions echnology Conferenice & Expo

and Te

Introduction

“ Challenges for IP/Ethernet

“ Improving Throughput Scaling
" Remote DMA

" Networked Storage

“ Conclusions

11/17/2003 HP World 2003 Solutions and Technology Conference & Expo page 2



The server envi

HP WORLD !2003

Solutions and Technology Confererice & Expo

A collection of special-purpose interconnects...

Net wor k

G gaht BEherna

e Li nited process ng
offl oad (checksuns,
LSO

e Mrtud Locd Aea
Net wor ks (VLANS)

Syst em

» Quster I nterconnect
* Hgh-speed (>1CGh/s)
* Lowlaency (<50 pS
 |IBand Roprigay

Sd utions (Server Net,

Myri net, etc)

11/17/2003

S orage
* Hber Channd Saage

Area Networ k (SAN)

* Net wor k Att ached

S NA ] |
semalen (1))

e SCSY drect dtached

starage (DAS) SAN NAS

I\/Ianage ment

KVM

« HP OpenM ew
« HPIns gnt Manager
. Lighs Qut

Management

g atEssemds M S LO

HP World 2003 Solutions and Technology Conference & Expo




Utility cc
adaptive

| ncreasi ng business aglity

11/17/2003

HP WORLD/2003

Solutions and Technology Conference & Expo

N uility
; conputin
g
O
0 2
S
WO
S
P
@ &
‘ (K"& S | rt er net
< &©
ot diert server . .
C / perfectly synchron zed wth

dlos o technd ogy
irflex de to change, over prov doned

HP World 2003 Solutions and Technology Conference & Expo

bug ness needs

tl me

page 4



Wanted... f HPWORLDZOO%
a single interconr

A single media that

- provides a simpler, unified
infrastructure

- improves performance
- increases flexibility
- supports utility computing

A single media to handle
- networking

- block and file storage

- management

- cluster interconnect
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our single |

Single medium
Standards-based
Scalable throughput

Low-cost
Reliable
Low-latency
Flexible
Secure
Familiar
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Is IP/Etherne
single fabric?

Strengths
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Ubiquitous; standard

Extends beyond the data
center

Minimal training costs

Understood management
model

Affordable adapter,
cabling, switches

Mature foundation

HP World 2003 Solutions and Te

chno

Weaknesses
- Scalability

- CPU consumption

- Memory bandwidth
consumption

- Latency
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Challenges for IP/Et

TCP/IP CPU

‘CPU utilization’ <
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CPU computation
- segmentation & re-assembly
— checksum calculation
- memory management
- sync. data structures

Context switches
- caused by
- user/kernel transitions
- interrupts
- may result in pre-emptions
Buffer copies

- between user and kernel
memory

- between kernel memory and
network interface card
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Challenges for IP/E HPﬁ@zoos
Buffer copie L8 AL

transfer from NIC to server
memory via DMA Q

checksum calculation (may be
offloaded)

data may be copied to free up the
NIC receive buffer 99

data is copied from kernel TCP
buffer to user buffer e e

application may copy data into
other data structures G

* Note wites consume 2x me nory bandw d h o read due to cache linereads
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Challenges for IP/Ethern HP,WORLD-ZOO3
Memory bandwid 4

Required Memory

Host-based TCI_:’/ IP consumes Ethernet | Raw Data Rate Bandwidth (RX)
memory bandwidth equal to
4X to 7X the raw data rate 1 GbE 125 MB/sec 500-875 MB/sec

- 1-2 buffer copies + DMA

- each buffer copy = 3x memory
touches

10 GbE 1250 MB/sec 5000-8750 MB/sec

100000

- CPU
- Network
—4— Memory bus

Memory Controller Bandwidth 10000
is not keeping up with CPU

and network bandwidth. 1000
100

Current memory controller

bandwidth is 10

~ 3-6 GB/sec

1980 1990 1995 2000 2005 2010
bandwidth growth rates
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server 1 protocol stack (uS)

network latency (uS) server 1 server 2
- NIC1 latency

- Switch latency
- NIC 2 latency

server 2

- protocol stack (uS) I ﬂ
N C

- wake-up application for
response (mS)

- server 2 protocol stack (uS) swtch
network latency (uS) cut-through
server 1 rouingfor best
perfa mance
- protocol stack (uS) (F5 419

- wake-up receiving application (mS)
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Improving

Jumbo frames

Asynchronous 10

Large Send Segmentation Offload
Receive Side Scaling

TCP/IP Offload Engines (TOE)

Remote Direct Memory Access (RDMA)
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Improving Throughput Sc
Jumbo Frame

Ethernet frame size is 64 - 1518 Bytes
increased. < >
8 Bytes 14 Bytes 46 - 4 Bytes
Reduces the amount Frame
. Preant € B her net
of segmentation and /SFD | Header | DAt @and Pad thuicnkce
reassembly overhead. i
Requires all points on
fche network to support 64 - 9018 Bytds
jumbo frames < , >
(limits deployment). 8 Bytes 14 Bftes  46- 0000 Btes 4 Bytes
Hane
Preanhl h
Informal standard. cantis He:fdf;? bataand Pad e
Sequence
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Improving Throughp HPWORLD i
Asynchronc -LD200:

synchronous send asynchronous send
application kernel application kernel
send() send()
copy data ‘retum/ transmit
@ transmit data
data signal
\ completion _{ 50k
/
app may
reuse
buffer

kernel copy needed No copy required!
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Improving Throughput Sc HPWORLD2003

I r S I Off nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn

Pushes segmentation of out-going data to NIC

TCP passes large blocks (up to 64KB) to NIC
hardware

NIC partitions into Ethernet frames (1.5KB)
Only works for sends

Reduces segmentation CPU utilization

No special infrastructure support required

Available in Microsoft Windows Server 2003
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Improving Th HP V\/beLD b2003
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NIC with RSS

NDIS

H Parallel

IBPC_ =1 DPC

Parallel
Receive
Packet
Queues

One processor e¢ OneRSS Implementation
per NIC » Single Interrupt Service Routine (ISR), ISR queue
tells which hardware packet queue received a packet
» Second-level lookup to find which CPU to run DPC

» DPC processes receive packet queue
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Improving Throughpu

TCP/IP Offloc

TCP/IP processing moved from the
host CPU to TOE NIC (TNIC)

TCP connections may be
established in TNIC or by host

Reduces CPU utilization for
segmentation and reassembly

Reduces interrupts and context
switches

Allows for zero-copy receives to
kernel memory buffers

Works best with async O

N C

TN C
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Improving Throughput Scaling

TOE NIC opera

TCP connection state retained
on NIC

Incoming packet sequence

- headers inspected to see if
associated with offloaded
connection

- if so, TCP/IP processed on-chip

- packet re-ordering may be
required (data memory)

- data transferred to host

- if not, packet sent for host
processing

HP WORLD -2003
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DMA TN C
me nory
TOE (dat 3)
offl oaded? me mory
(connections)
MAC
PHY
net wor k
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Remote DM &

Provides direct communication
between application buffers in
separate servers.

Bypasses the OS kernel
— avoids protocol processing
- avoids context switches
- avoids interrupt processing
- yet, preserves kernel protections

Improves both
- throughput scaling
- message latency

Provides the performance
needed by networking, IPC, N C RN C
and storage
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RDMA read St

Node A Node B 1 Bothnodes have

sutable nemory
reg ons reg st ered

2. Node Bintia es
RDMA Read

3 RN Cin Node A
sends da a

4. RN Cin Node B
d aces daainfind
buff er destinati on

RN C

5 RN Cin Node B
conpl et es read (W 0
Kernd irtervention)
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Remote Direct Memory

Upper Layer Protocol (ULP)* } In host
Access Protocol RDMAP )

Direct Data Placement

Marker PDU Alignment

<
=
>

TCP } In RNIC

Ethernet MAC
Ethernet PHY y

*Application or, e. g., ISCSI, SDP, WSD, NFS.
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Protocol v -

ULP:
RDMA/DDP:;

MPA:

TCP:

Ethernet: - tml data = tml data
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Emerging RDMA

Roots in Virtual Interface (VI) and InfiniBand
- VI established the offload model
- InfiniBand completed user-mode Verbs model

RDMA Consortium formed

- HP, Microsoft, Adaptec, Broadcom, Cisco, Dell, EMC, IBM,
Intel, NetApp

- Developed v1.0 protocols for MPA/DDP/RDMA

- Evolved IB Verbs to include Kernel/Storage

- Developing SDP & iSER/DA Upper Layer Protocols
- http://www.rdmaconsortium.org

RDMA Consortium turning specs over to IETF
- http://www.ietf.org/html.charters/rddp-charter.html
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Interfacing app o0
RDMA
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Sockets (existing applications)
- Microsoft Windows WinSock Direct (WSD)
- IETF Sockets Direct Protocol (SDP)

RDMA-specific APIs

— Linux/Unix;:

- The Open Group’s Interconnect Software Consortium
(ICSC) APlIs

- Microsoft Windows:
- ‘Named Buffer’ API
- Future OS release; described briefly at WinHEC 2003
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Accelerate sockets applications
- User space sockets > WSD/SDP - RDMA

- Universal 25% - 35% performance gain in Tier 2-3 application
communication overhead (long lived connections)

Parallel commercial database
- <100us latency needed to scale real world apps
- Requires user space messaging and RDMA
IP based storage
- Decades old block storage access model (iISCSI, SRP)
- Command/RDMA Transfer/Completion
- Convergence of NAS and SAN storage (DAFS, NFS, CIFS)
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Just Better Net

Net work Hocessin

RNICs - 5 HP WORLD 2003
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| nproved Hfia ency RDMA enaded NCs ( RN Cs)

* Mor e &fid et net work communi cati ons

ENIC WTOEORNIC « TOE nmoves TCP| Pwork fromt he CPU
* RDMA reduces the co mmunicai on wor k

CPU me noryfreed upfor apdicati ons

o Zer o-copy RDMA protocd conserves
vd uade nmemory bandw d h

« Muchlower CPU uilization
* Per nessage commun caion over head

- BW | CPU | Perf.

Mbps | Util % | Index | npr oved applicai on perfor mance
1Gb/s Enet | 1000 | 60% | 17 « Opporturityforincreased apdicati on
TOE 1000 | 40% | 25 throughput o server consdi dati on
1Gb/s RDMA | 1250 | 15% | 74 « | nproved scdalilityfor streami ng
10Gb/s RDMA| 8500 | 15% | 567 X applications o large dat afil es

Note Based oninternd HP prgedions
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H bre Channd

Proven g arage falric cha ce fa daa centers and backbones
» Fast e speeds and resour ce virtudi zati on under devd op mert
* New SAN d sast er recovery over WAN option wth kridged FC over | P

Serid Attached SCS (SAS) / Serid ATA (SATA
Driveinteface techndogy mgraion- pardld toacomnon serid irnterconnect
* Chasss and cortrdl ers can acconmodat e ba htypes o drives

 Divesrema ndffeentiaed by perfamance, rdiahlity, cost per g gabyte

« SAS (SCH) remai ns h ghest perfamance, rdiahlity
« SATA (ATA) grea buk saagefa oline achvd

| SCH (storage over | P

Unified net work and staageinfrastruct re possid e
» Geographi cflex hlity- B oader accessto FC SANJ ai SCS proxy
 Consdidat efile & d ock s aage access wth one B hernet wre
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Proposed Standard published Jan 2003.

ISCSI initiators (Host)

- Software-based iSCSI initiators provide connectivity at
lowest host cost

- Windows, HP-UX and Linux support

- Multi-purpose NICs will integrate iSCSI functionality with
other host IP functions (TOE)

ISCSI targets (Storage)
- Variety of SW/HW implementations possible
- iISCSI to FC bridges available today

- Native iSCSI targets will emerge as TOE technology
matures
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NAS just means File Oriented .
IO Services (instead of block) HP has a full product line:
From the NAS b2000,

There are many standard wire To b3000, Up to

protocols:
_ CIFS (SMB), NFS, NCP, NAS €7000 & 8000

Appletalk, HTTP, FTP.

- Just wire protocols, so they Yy
operate over Ethernet as well. 4

Conclusion:

For Storage, there are no technical barriers
preventing the development & deployment of IP- gl |
based block and file oriented storage.

ISCSI is the emerging block storage standard
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Is IP/Ethern

fabric?
Strengths Weaknesses
- Ubiquitous; standard - Scalability
- Extends beyond the data solution: Jumbo
center frames, Async 10,
- Minimal training costs TOE, and RDMA
- Understood management - Latency
model :
solution: TOE and
- Affordable adapter, RDMA

cabling, switches
- Mature foundation
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Legend:
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__Now | 2004 ] 2005 | 2006

1000baseT
Gigabit Ethernet
10G Fiber SbaseT
>1Gb Ethernet ! _
TCP/IP Offload I -
RDMAC 1.0
RDMA Offload I -
SW Init. iSER
<cs |
NAS FS over RDM I -
N |-
Management Irfancy

P L nited adoption
B Wder adoption

1Gb 10Gb
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Converges functions

networking storage « Multiple functions (SAN, LAN, IPC, Mgmt.)
o can be consolidated to a single fabric type.

 Blade server storage connectivity (low cost)
« Packaged “end-to-end” Ethernet solutions

Consolidates ports

» Leverage Ethernet pervasiveness,
knowledge, cost leadership and volume

e Consolidate KVM over IP and reduce
switch port costs

Ethernet Everywhere

 Bridge storage & network “islands”
remote

management clustering « Extend geographic reach globally
 Centralized management
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