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Evolution OF Business HPWORLD)2003
Continuity

Solutions and Technology Confererice & Expo

‘80s ‘90s ‘00s
bus ness focus tradti ond dat. com E BUSI NESS
requrements restare, recover h gh aval allity 24 x 7, scd able

dri ven by regu aion E COMMERCE co npetiti on

magnfied by d saster absence d dependence on
“Iri cks & nortar” conputes

recovery har dwar e har dwar e, data har dwar e, data
expectati on appdi cati ons
days/ hours m nut es/ seconds m nut es/ seconds

ded g on opti ond mandatay
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Changing Conceg HP WORLD)2003
Business Contin i

Avalahnlity  Accessihlity

”ﬁuww
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1st Driver: M
Applications

1970s net wor ks 2003 irternet
e-commer ce
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yester day

comp any

custoner
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BAGEL
BUDDIES

www.bagelbuddies.com
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3rd Driver: Round-the-c %\yg@zg%
Reliability '

Hacker Threat to Global Business
Drives Calls for New Security Measures

Severe Weather Outlook _
Raises Concemns for Ongoing § | Study Shows e-Commerce

- - Loyalty Driven by Reliability,
Network P_E:Ifonnance Issues of Use: Flexibility

o tolle wy aiwend b o

~ = Power Outage Creates

| Headaches for Businesses
throughout Metroplex

—— e-Commerce Volume Projected to
o Grow Significantly in Next 5 Years
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ec

Thé N

“Be onine,
dl the ti ne,

and

everywhere.”

| DG Feb, 2000
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Paradox N
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trans-
acti on recovery
pai nt

cust omer
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recovery
poi nt
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trans-
acti on

cust omer
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Toleranc
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#2Find T HPWORLD)2003
Three Do —

Ser\u ces
Technol ogy Procedures &
Dsadine
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" services recovery
procedures & o nt
- .. . . dat a
= discipline .
applicati on
event
cust omer
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Total M |

hnol
fL (cchnology recovery
=1 services )
_§ procedures po nt o
& discipline dat a centriaty
event
cust omer
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backup &
recovery d saster

td erance
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H P h ast he r dt t echn- d Solutions and Technology Confererice & Expo
environments. .

Disaster Tolerance

StorageWorks Remote Mirroring &
clustering

NonStop™ Remote Database
Facility (RDF)

Osaster Tdeant Qust e
OpenVMS (HPS Customor DTCY

UNIX®: 3 cluster options:
HP-UX Campus, Metro, &

Continental
Linux Stretch cluster

UNIX®: Campus Wide Cluster
True4 UNIX

ProLiant Stretch cluster

11/17/2003 HP World 2003 Solutions and Technology Conference & Expo



Nominal Justifiable Cc HPWORLD)2003
Plan i

spend nore

losel ess
spend | ess

lose nore

cost d dan

ti metorecover >

how strong isthe conpetiti on?

howl oyd are your customners?

how easy wou dit be fa themto swtch?
do you have dterna e sd es channd s?
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Separating Downti HPWORLD 2005

L O S S Solufiors and Techrology Conference & Expo
RTO - recovery time RPO - recovery point
objective objective

- how soon after an event does - how much work in progress
the business process need to can be lost?
be available? - not all work needs to be

- not all business processes recovered to the same time

need to be available at the
same time
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Separating [
Loss HP WORLD 2003
; __

L
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OpenVMS
fa I[tan um®
archtecture

S W Busd ness
Pr acti ce

11/17/2003

S PWORLD 2003

~dtions and Technology Confererice & Expo

Operding Envronment Packaging
OpenVMS packaging consistent with HP-UX OEs
tier pricing paradigm

v'Foundati on OE ( FOE)
vinternet ready, feat werich dfeaingfa cost sensitive Stuaions
v Ent er pri se CE (EOE)

v'hi gher cost featu e se tha ddivers geae vdueinaeas d
manageability, sing e systemavail ahlity and perf or rance

v'M ssion Qiticad CE ( MCOE)

v'Has h gh cost, but ddivers h gvd ue wth multi-system aval ability and
wor kl oad manage ment

Z0 saster Td erant CE (DTOE) ?

ZGOAL — Roduct wththe h ghest cost, but ddivers maximu mvdue
multi-site and mul ti-system avail ability corfi gur ai ons whi ch are resili ent
to dsasters

> oD ED

> <D D
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Business Continuit promzoos
OpenVMS

High Availability (MCOE)

@D D D

- Protects applications from single system, single site failures

Disaster Recovery*
- Protects against application data loss
- Not necessarily disaster tolerant or geographically separated sites.

Multi-Site Transaction Integrity”*

- Protects distributed computing environments by ensuring complete
transaction integrity for multi-site transaction processing applications

Disaster Tolerance*

- Protects applications from a disaster by providing remote site fail over
And...
- Protects application data by providing a copy of the data at a remote site

*(+ HP & Partner Products + HP Serwv ces)
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OpenVMS SW BUSIneSS HRWORLD-2003
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archtecture

SW Business Wha we created...

Pr acti ce

v’ D saster To erant Sol uion

v S art wth appropriae number of MCOE |li censes

@& a» EéD

v Ind ude appropria e HP _Busi ness Partner co nponent

v"Add approprigde HP_Consuting Service component

H an, desi gn, buld test, and manage/support wth
HP

11/17/2003 HP World 2003 Solutions and Technology Conference & Expo page 32
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solutio >

Log Sh pp ng
Hot dte
Shipto ste
RP RTO
Days Hours() Mnues Second | Second M nutes Hours Days
S S
Event
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Solution

o .
Hah Busl ness
| npact
Opti mum
17 RTO
o
(&)
Chosen
Sal uti on
Low }
M nu es
Seconds Recovery Time
Hours
Days
Weeks
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Solution Va

Resulting S arti ng
- _ :
H gh Busi ness Busi ness
| npact | npact

Consi der ati ons

I T Confi gurati on

Cost

DT I nt egr ati on

Best R actices

Chosen

Sol uti on

4

Low

Seconds Recovery Time Objective M nutes
Hours
Days
Weeks
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business continuit M
L8 A L
OpenVMS st |

Levd o Dsaste Td erance A aedion

Dat a Redication 3 nd e Sdit Ste Sd uion Ful Dsaster Td erant Managed Services
DT Sdution“A DT Sd ution“B DT Sdution“C
Quorum

T

Pri mary Recover Pri mary Secondary 9te A dte B
y
Levd d D saster Td erance | nvest ment >
SystemCosts Sal ution Costs Cost _Per Sd ution
*Nu moer/ Type o Servers *DTCS Packaged Consuting *Har dwer e
*MCOE per CPU *Sd uion A= Data Replication *Syst ent Api cati on Soft wer e
*Appicdaion Softwere *Sd uion B= Sdit Ste Sd uion *DTCS Packaged or
*Sd uion C= Fdl DTMS *Custom HPS Ser\i ces
*Option D =HPS Fuly Cust omzed
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SW Business P N
OpenVMS busi i WORLD 2003
blocks...

v Appropriae Number” of Nssi on Critica OE ( MCOB) ‘

A B C

DTCS DTCS DTCS v
DR Solution Simple DT Fully DT Pr e- Defi ned
OR Solution OR Solution
Data Replication : Simple Split Site Disaster Full Disaster Tolerant 1
baseline configuration and Tolerance : 4 days of Managed Services Ser VI CES
2 days of consulting solution consulting configuration with 10 days
delivered from DTCS delivered from DTCS of DTCS consulting

Custom v
O R ‘ Solution Fully Qustom zed

customized consulting
from DTCS or HPS

Services
RESULTI NG I Nthe ul'ti mat e cust oner experience ...from datarecoveryto

protecti on of transactions to d saster td erance for your dataand applicati ons
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Impact of HP WORLD'2003
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Choice - S—

H gh

Cost

B Chosen
Sa uion
Low }
Seconds Recovery Time Qg ective M nut es
Hours
Days
Weeks
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cluster | e

FDDI
Gigabit Ethernet

Data Shadowing
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& FibreC —

FDDI
Gigabit Ethernet

\ =/

——

\__/

Data Shadowing
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Data Replication
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Shadowing
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Data Replication
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Shadowing
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system di

FDDI
Gigabit Ethernet

i i

Data Shadowing
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FDDI
Gigabit Ethernet

Data Replication / Shadowing
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quorum "

"~ keep quorum equal
on each site <

- uneven quorum risks
“creeping doom”

“ use quorum site or
out-of-band quorum
adjustment
- Availability manager

or DTCS
management tools

“ use boot time
commands to
Implement single-site
booting

FDDI
Gigabit Ethernet

Data Shadowing
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Fibre Cha
Unlimited
Replicatic

HP WORLD)2003

Soluhcr‘ﬁs and Technology Confererice & Expo

OpenVMS OpenVMS | Host-to Host Cd d S andby
Host Host Q uster Communi caion % Nodes
HBA HBA HBA HBA A
~

Whenthe god is uri nted dgance nd lowlaency...

-;_

Fibre Controller

11/17/2003

Tl Tl
@) IP @)
—_ U = = =71 doud /= = - U
— —
(9] (7]
Lat ency (dd ay) Thr ough put D stance O stance
inKlometers | In Mles
0 ns 11 B Ok 0Om
10 ns 226 kB 2,000 k 1,250 m
50 n3 45 kB 10, 000 k 6250 m
100 ns 24 kB 20,000 k 12,500 m -
Fibre Controller
200 n3 15 kB 40,000 k 25000 m I
300 ns 9kB 60, 000 k 37,500 m
400 ns 8 kB 80, 000 k 50,000 m
485 ns 65kB 97,000 k 60 625 m

Thi s chart shows t kiR WWoigi20 68 d Siehaib tlstanceS esingold g Oohifietesitags-Ehgrovwe stopped testi ng

page 48



What problem a HPwom2003
to solve?

Solutions and Technology Confererice & Expo

<I>.>A

B D sast er _

@ : *\What is your goa ?

8 Dsaster Recovery

+ e|sit throughput versus d g ance?
o Td erance

= ..OR

)

3 o|sit dstance versusthroughpu?
O

[O)

o

>

Recovery T e Chjedtive *Wth FbreChannd Irterconnect over | P you can ACH EVE

H THER depend ng on your needs (a bah!)

Fbre Channel Over IP...
60,000 miles**and we stopped tﬁﬂl ng!

*Can you dfad ~30ns | aency beween your Boston pri nary
dte and a dteinSan Dego? If you can, then gofait ...

*There ae TWO WAYSto neet your business needs ...
Host- Based Vdune Shadow ng & Dat a Repdicaion
Managenment

*What isyour Recovery Poi nt (o ecti ve?
*What isyour Recovery Ti ne Qb ective?

11/17/2003 HP World 2003 Solutions and Technology Conference & Expo page 49
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41 Mles 3,020 Mles

66 KM

Pr ovi dence Bost on 4863 KM Seattl e

Rhode I d and Massachusetts Washi ngt on

IP

Gou

siun 41904
siun 41904

../ \/

= g8
- -
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Clustered
Application
Server

Clustered
Application
Server

Fiber Channel

Switches

Switches

EVA/CA

Storage Storage
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Solutions
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syn
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Remote Management
Station

Events

Terminal
Server

Management
Engine

4

Storage
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How doI moveam
cluster
(an actual case exec

Customer wants to move a mission critical system from
one town to another

« Lower real-estate costs
« Lower service costs

- Lower profile location — less susceptible to undesirable
interest

If the system is a OpenVMS Cluster (especially a DT
cluster) we can move the system with no down-time!
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How to move a system HPWORLD)2003
no downtime

. =

| W

\HHH IESSSS ‘\

“Od st oni 5
dte a vveék of SUCLEbe i
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Alpha Reta HPWORLD 2003
Umbrella R

A ainum Account Consuting A pha Retain
Foruns Sess ons Trust Wor kshops

OpenVMS
1-to Many Per Account Per Account H gh Avail ahlity

*3raegy *2to 3 hours *Y2t0 2 Days and

*Road Maps I rteractive “chd k-td K’ *Present ai ons and
It er acti ve d scuss on

«Custonized g anri ng Sa uti on
and prod em sdving

D saster Ta erance
*Hw P oduds *M S Managers

Sw Roduds | T Managers

*Appi cati ons Decidon Makers .0 d ogue | ead ngto
| rfl uencers reco mnmendati ons

H ghl evd non- Engagement
techncd (CxQ
Drecas, ec) Model

*Techn cdly “savvy.
devd opers,

eng neers, system
andysts, dc.
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| o

Pre Sd es Product and

& Positi oring Service Ddivey

\
v

Bllad e Serv ces

Cost ¢ Y

Da ng Bus ness

H ann ng

How much wil it cost to doths?
Key Issues < What isthe cost i npact of asnde dsaster?
Howl ong will it take toimpl enent DT?

What resources wll | needto commt ?
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Case Study:
Commerzbank AG
North America
9/11/2001

Mr. W. Boensch Mr. G. Batan

EVP / North America VP / Systems and IT
Management

Commerzbank AG NY Branch

HP WORLD j2003

Sruhmuns and Technology Conference & Expo




Agenda

Who We Are

What We Do

Our Business Continuity Environment
Our Share of Disasters

The Unthinkable Disaster

The Aftermath

What worked for us

Things to Improve / Lessons Learned
Final Thoughts on Technology

Final Thoughts on Business Continuity
Questions
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Who We Are

Global Entity and Major Financial Institution with Head
Office located in Frankfurt, Germany

Total Assets — 400 billion Euros

4 US Branches — New York, Chicago, Los Angeles and
Atlanta

35,000 employees world-wide, with close to 400 in
North America

11/17/2003 HP World 2003 Solutions and Technology Conference & Expo page 62



What We Do

Commerzbank North America is in the wholesale
banking business with special focus on relationships:
- Corporate Banking:

« Syndications

- Secondary Markets
- Specialists:

- Energy/Ultilities

« Financial Institutions

« Public Finance

- Real Estate

 Structured Finance

- Trading and Treasury
- USD Clearing

11/17/2003 HP World 2003 Solutions and Technology Conference & Expo page 63



Preparing for a Disaster
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Our Business
Environment

The Facility

Before 1995 we subscribed to a Disaster Recovery
Facility

After 1995 we acquired our own Business Continuity /
Business Contingency Facility

11/17/2003 HP World 2003 Solutions and Technology Conference & Expo page 65



Our Business C HP WORLD'2003
Environment '

Primary Back-Up
Site Site

Each ESA12000 consists of

Each ESA12000 consists of
2 HSG80 controllers

2 HSG80 controllers

3 BA370's daisy chained 3 BA370's daisy chained
2 Front & 1 Rear - 2 Front & 1 Rear
Total of 72 slots each cabinet 4 o Total of 72 slots each cabinet
65160 with Sl 65160 uith
. . two hard SWITCHES Replicated Replicated Test
Production Production wo haraware two har‘dWGr‘e : :
o ~VIA ne Production Production data
data data partitions and , ' ' partitions and data data
four galaxy VMS four galaxy VMS S—

instances instances

g -16 ptort fibre SWi:FheS 2 - 16 port fibre switches
. - :éscggl connectllons 8 - system connections
- connections 4 - HSGB80 connections
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Our Business
Environment

HP WORLD2003

Solutions and Technology Confererice & Expo

Alpha Server 65160 and OpenVMS Galaxy software

Hard Partition O

Serverl Server2
Instance 1 Instance 2
2-731 Mhz 2-731 Mhz
CPUs CPUs
3-6B memory §4-GB memory

Within a hard partition:

CPUs can be moved between instances
1 GB of shared memory between instances

Instance 1

4-GB memory

Hard Partition 1

Server 4
Instance 2
2-731 Mhz
CPUs
3-GB memory

Server 3

2-731 MhzCPUs

Within a hard partition:

CPUs can be moved between instances
1 6B of shared memory between instances

SAN Storage Farm

Storage Farm consist
of controllers and disk

// SwiTeH swiTeH

SAN Fiber Switches
Provide 200MB of dual
redundant bandwith from
SAN Storage Farm to
each connected instance
in the 6S 160

11/17/2003 HP World 2003 Solutions and Techn

arrays. Storage Farm
for VMS is made up of
186GB, and 9.16B disk
arrays totaling 97368

ology Conference & Expo



Our Business Cor
Environment

Uses Under Normal Conditions

An Alternate Site for Business Users:
- Off Site Business Meeting

- Training Facility

Disaster Recovery Simulation Testing

Conduct Mandatory Testing:
- New York Clearing House
- Federal Reserve

Systems, Applications Network Testing
Program Development and Testing

11/17/2003 HP World 2003 Solutions and Technology Conference & Expo page 68
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through the years...
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Our Share of Disz
First Interstate Building Fire: May 5, 1988

Commerzbank AG, Los
geles Branch was located on
361" floor

Fire started several floors
below but was contained within
4 floors

Smoke damaged our premises

Bank of America in L.A.
provided work area for most of
our staff

A few Employees were flown to
the New York Branch
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Our Share of | \ g

Chicago Flood: April 13, 1992

Commerzbank Chicago was on s
46" Floor of Mid Continental Ml
Plaza i
Break in the retaining wall of | ﬁ\%‘i\xﬁ\i\\
Chicago River | |

9 building basements affected

iIncluding Mid Continental

Plaza/Mercantile exchange

The building had no electricity
and was inaccessible for a day

Back office staff flown to New
York to continue operations

11/17/2003 HP World 2003 Solutions and Technology Conference & Expo page 71



f HP WORLD 2003
Our Share of Disc S

WTC Bombing: February 26, 1993

Commerzbank Capital Market
Corporation (CCMC) was on
40t Floor of WTC, Tower 1

Terrorists planted explosives in
the WTC parking garage

Relocated over 60 CCMC
employees to the bank at WFC
and were fully operational
within one day

LM ATi1e)

CCMC continued operations
from bank’s premises for
several years
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Our Share of Di
NY Metro Blizzard: January 7, 1996

A record 20.6” snow fell in tri-
state and New York
metropolitan area making most
roads impassable. Only
emergency vehicles allowed on
the road for clean up.

Used dial-up modems from
home to monitor the systems,
execute CHIPS and Fed wire
payments

Accommodated 16 member
staff to work from home on
critical processes :
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World Trade Center Attack
September 11, 2001
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The Unthinkable

8:45 am EST 9:03 am EST
American Airlines Flight 11 United Airlines Flight 175
crashes into North tower crashes into South tower

Photo taken from
office minutes after crash

Photo taken from
office mingtes after crash
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Det%&8feg Semendinger
NYEFolice Aviglion Unit
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The Unt

September 11 Commerzbank Time Clock

0845 hrs 1028 hrs roa s
North tower of World ' '
American Airlines Trade Center (?gnigfﬁgriésmo{]kglsgdgv?/i?as 0100 (9/12/2001)
flight 11 crashes collapses o End of day / close of day
into North tower Partition O on GS160 arashes, batch processing for all
1610 hrs VMS based applications
0906 hrs Building 7 World are started
Commerzbank Trade Center 2000 hrs
employees reported on fire All other Non VMS
evacuate 1445 hrs applications are activated
2 WFC FED wire circuit on line at BC site
switches to BC
site
1720 hrs 0500 hrs (9/12/2001)
1005 hrs 1552 hrs Building 7 World DC3 link is lost
South tower of Chips circuit switches Trade Center primary site totally lost
World Trade Center ps <l collapses
collapses to BC Site
1629 hrs 0000 hrs (9/12/2001)
0903 hrs 1100 hrs GS160 on primary site at the BC site
United Airlines Power loss at 2 WEC. reports high temperature reboots GS160 in
flight 175 CB generators kick in. on server 1 (partition 0) preparation for EOD
crashes into None of the systems processing on all VMS
South tower application

go down
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September 11 Commerzbank Time Clock

1654 hrs 0100 (9/12/2001) 1 6 . 29

Zveor:lgr-rcrgl?aepses GS160 crashes VMSI_ based
applications
h System error log reports:
0845 hrs 1610 hrs “ . )
A o Buiding 7 World QBB temp in yellow zones
11 crashes reported on fire Brou 'r:su all other
p (yellow means 37°C or 98.6°F and
e s red zones (40° C or 104°F)
o s Console log reports:
remotely .
%SMHANDLER-W-TEMP, warning
| temperature exceeded
l

0500 hrs (9/12/2001)
DC3 link lost
Primary site t

High temperature report was on

1005 hrs 1552 hrs i

South tower of Chips Circuit 1720 hrs server 1 (part|t|0n O)
World Trade moved to BC site Building 7 World

Center remotely Trade Center,

collapses collapse;

Device errors were recorded on the

1100 hrs
0903 hrs row Zre:]":rsaf;rsz e 1629 hrs _ 0000 hrs error Iog
EST None of the systems go rGeSptGr?StLrilgﬁ)_lrlmary site l(3‘.2:/15i2t/e2001) at the
meﬁgs down temperature on one of rebooted GS160 in
flight 175 the servers preparation for EOD
crashes into Partition 0 processing on all

South tower VMS application
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September 11 Commerzbank Time Clock

16:54
Disk drives go to mount verify.

1654 hrs

Storage works on prwary Started end of day 57 d H k 2 25 T b t
1028 h
e A N e isks (2.25 Terabytes)
World Trade GS160 crashes \p/MS base% H
Contr copses wppicatons get dismounted one after another
0845 hrs 1610 hrs
Arn_erican_ Building 7 World
Airlines flight Trade Center
11 crashes reported on fire 2000 hrs 1 6 i 54 . 54
into North Brought up all other - -
tower Non VMS
licati I 1
Commarza Fache Last time stamp on console log
employteeds 1445 hrs
evacuate i
2 WFC Eﬁ?u},:lrmeoved
to BC site
remotely 1 6:57:34
| Lost cluster member

| Partition O crashes
53 I odt 2000 Partition 1 stays up

Primary site totally lost.

1005 hrs 1552 hrs

South tower of Chips Circuit 1720 hrs

World Trade moved to BC site Building 7 World 1 7 . 06 . 20
Center remotely Trade Center . .
collapses collapses

Error log reports high temperature
warning on Server 8 (Partition 0)

Power loss at 2 WFC.
0903 hrs CB generators kick in. 1629 hrs 0000 hrs

szl; . None of the systems go rGeSptGr?S(?_lrilgﬁ)_lrlmary site l(3‘.2:/15i2t/e2001) at the

nite

Airlines down temperature on one of rebooted GS160 in

flight 175 the servers preparation for EOD 1 7 . 06 . 20
crashes into Partition 0 processing on all . .

South tower VMS application

Last time stamp on error log
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1028 hrs

1654 hrs
Storage works on primary
site dismounts from the

0100 (9/12/2001)
Started end of day /
close of day batch

.

N

12003

HP WO

Solutions and Technc

BLD'

16:29

yv%rrtlhd E?rvavsg of sGrgaldeoaN;ae';i.ezartition 0on 5ﬁ§essm% for all
Center collapses appli ase
pplications .
System error log reports:
e ‘ : »
A g Bulling 7 Wort QBB temp in yellow zones
into North reported on fire Brought up all other
el Non o ” (yellow means 37°C or 98.6°F and
0906 hrs afpéllccasli:ézns on line 0 0
Commerzbank a
employees 1445 hrs red Zones (40 C Or 1 04 F)
Sracuated FED wire
e moved Console log reports:
remotely
0 .
| o SMHANDLER-W-TEMP, warning
temperature exceeded
0500 hrs (9/12/2001)
DC3 link lost H
Primary ke ttaly Igp? High temperature report was on
1005 h 1552 h '
South tfwer of Chips g;rcuit 1720 hrs Server 1 (partltlon O)
World Trade moved to BC site Building 7 World
Center remotely Trade Center
collapses collapses
Device errors were recorded on the
1100 hrs
Power loss at 2 WFC 1629 h 0000 h
gg? frs ,&ag?iféz@gﬁ;go GS160 :J:p r;:rimary site (BE‘):/I_Z/ZI—SOI) at e rror Iog
Xp :FEd down ;:Enopr;iatlugre on one, -
ﬂ;;rl,:elsn the servers repara_tion for EOD
Partition 0 processing on all

crashes into

VMS application

South tower

GS160 Partition 0 crashed
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GS160 Partition Crashes at 4:29 pm 9/ 11 /2001

Primary
Site

Each ESA12000 consists of
2 HSG80 controllers

3 BA370's daisy chained

2 Front & 1 Rear

Total of 72 slots each cabinet

65160 with
Production Production two hardware
data data partitions and

four galaxy VM3
instances

2 - 16 port fibre switches
8 - system connections
4 - HSG80 connections

11/17/2003

Hard Partition 1
Still Operational

WAN
CISCO

SWITCHES

Back-Up
Site

1 i 2 HSGB80 controllers

D83 Lln_k Stl” 3 BA370's daisy chained

Operational 2 Front & 1 Rear

Total of 72 slots each cabinet

65160 with , _

+ hardware Replicated Replicated

wo, ) Production Production
partitions and data data

four galaxy VMS
instances

Hard Partition O Lost

Each ESA12000 consists of

Test
data

2 - 16 port fibre switches
8 - system connections
4 - HSG80 connections
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16:54
Disk drives go to mount verify.

1654 hrs
0100 (9/12/2001) .
Storage works on primary Started end of d 57 d k (2 25 T byt )
1028 hrs site dismounts from the SR IS S " era es
North tower of shadow sets. Pa

processing for all

get dismounted one after another

applications

World Trade GS160 crashe:
Center collapses

0845 hrs 1610 hrs
Am_erlcan_ Building 7 World
/;;rllcr:::rgght Trade Center 2000 hrs 1 6 : 54 : 54
into North reported on fire ﬁrou\glrllltsup all other i
on
appiations o lne Last time stamp on console log
Commerzbank at BC site
employees 1445 hrs
evacuated FED wire
2 WFC circuit moved
to BC site 165734
remotely . .
| Lost cluster member
Partition O crashes

I "
0500 hrs (9/12/2001) Part|t|0n 1 Stays up

DC3 link lost
Primary site totally lost.

1005 hrs 1552 hrs

South tower of Chips Circuit 1720 hrs 1 7 . 06 . 20
World Trade moved to BC site Building 7 World . .
Center remotely Trade Center

Error log reports high temperature
1100 s warning on Server 8 (Partition 0)

Power loss at 2 WFC.

0903 hrs P 1629 hrs 0000 hrs
EST CB generators kick in. GS160 on primary site (9/12/2001) at the
United None of the systems go reports high BC site

nite
Airlines down temperature on one of rebooted GS160 in 1 7 . 06 . 20
flight 175 the servers preparation for EOD . .
crashes into Partition 0 processing on all

Crashes nto VMS application Last tlme Stamp on error |Og

All local volume shadowed disk drives exit the shadow set
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The Aftermati
Shadowed Disks Exit at 4:54 pm 9/ 11 /2001

Primary Back-Up
Site Hard Partition 1 Site
2 HSGR0 contralers. Still Operational  hoa | .0y sl 2 HSG0 convollers

3 BA370's daisy chained 3 BA370's daisy chained
2 Front & 1 Rear Opera“onal 2 Front & 1 Rear

Total of 72 slots each cabinet

Total of 72 slots each cabinet WAN
65160 with T 65160 with e
Production  Production two hardware VIA two hardware Praciuction Praduction Phedl
data data pr‘TlﬂOnS and one DS-3 papﬂhons and data data

four galaxy VMS
instances

four galaxy VM3
instances

§torag.eworks 2:1:; ;Zl:n fgins:vcitti(;r:s . 2- 16 port fibre switches
drives dismounts - system connections Hard Partition O Lost 8 system connections

one after another
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OpenVMS System Status after end of business day

The GS160 at Primary Site was shutdown and the
GS160 at BC Site was initialized at 22:15 and brought

up as production together with the remote shadowed
disk drives

Started end of day batch procedures for production
applications

Business Continuity Site becomes the Primary Site
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The Afterm

Business Continuity Site Declared as Primary Site

Primary Backup Site
Site declared
Primary Site  Zisesconmten

3 BA370's daisy chained
2 Front & 1 Rear

Total of 72 slots each cabinet

65160 with 65160 with

Replicated Replicated Test
fwo !nqr‘dware two hqrdware Production Production dzfa
partitions and partitions and data data

four galaxy VMS
instances

four galaxy VMS
instances

g -16 Ptor‘f fibre switt.ches 2 - 16 port fibre switches
. - sése‘gg connect_lons 8 - system connections
- connections 4 - HSG80 connections
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What Worked Fo

Business Continuity Plan that is practical and tested:

- Developed, tested and implemented a comprehensive
BCP

- Involved all business users in testing of the plan

- Conducted regular failover and fallback tests on
applications, systems and network connectivity:

- Simulating and testing business contingency situations on a
reqular basis

Proper Environment in place at Primary Site:
- UPS

- Generator
- Cooling tower
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What Worked

We own our Business Continuity Facility:

- 25% of business users accommodated by the Business
Continuity Facility (100 seats)

- 70% of business users provided with short term lease
space, plus accommodation by our subsidiary s facility

- 5% of business users accessed the bank via secured dial
in and VPN connections from home
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What Worked For

Appropriate Technology to Support Business Continuity

- Systems are locally and remotely clustered:
- Redundant systems for critical applications DCF & BCF are both
equipped with the following:
- GS160 Alpha servers
Hardware partitioning Shared memory
Dynamic CPU allocation OpenVMS 7.2-1H1

- Critical disk drives are locally and remotely mirrored:

- ESA12000 Storage Works (2.25 Terabytes):
— 57 disk drives (assortment of 9, 18 and 36 GB drives):
Configured as raid sets for protection and performance:
Raid O (stripes) JBOD (just bunch of drives)-standalone drives
Raid 1 (mirroring) Raid 5 (stripe with parity)
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What Worked For U

High speed network links that enabled us to sustain
volume shadowing of over 1 terabyte of data

Controls and monitors are in place to constantly check
status of shadow set members and remote cluster
servers to ascertain uptime

24/7/365 monitoring of business continuity environment
by means of automated notification by pagers and e-
mail to support staff

Business partners (like HPQ) and equipment vendors,
who where on hand, ready and willing to help in any
way
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What Worked For | |

HP 8%@%293

Employees that are dedicated, unrelenting,
knowledgeable and committed to keep the business

going
Employees that remained focused during a crisis, even
while dealing with mental and physical hardships

A highly motivated staff that took it upon itself to
continue the business and recover with minimal to no
Impact

Strong leaders that embraced a team spirited approach
in handling the crisis (the thinking was “ We can handle
this together”)
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Things to Improve / P{ﬁPWORLDZOOS
Learned 3

Speed Up the Volume Shadowing Process to the BC
Facility by using Data Compression Technology:

- Speed up data synchronization (2.25TB reduced from
days to hours to sync)

Replication of Office Automation Applications to BC
site:
- E-mail is a very valuable tool (We had to rebuild and
restore e-mails from tape instead of just bringing them

up)
- Fax Server is another valuable tool (We had to use the

traditional fax tools to send and receive because our
Enterprise fax software was not replicated)
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Things to Impro\
Learned

Plan and design a secured VPN solution to handle at
least 100 staff:

— Dial up connection is slow and ISDN is expensive and
both solutions are administrator intensive

Manage our Centrex system: ability to program phone
system rather than depend on a vendor:

- We were dependent on the Centrex system (TelCo
dependent)
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Configuration "

INRANGE 9801 with INRANGE 9801 with

2 fibre cards 2 fibre cards
.\ 2-DS-3 cards 2 - DS-3 cards

Primary Site Back-Up Site

Each ESA12000 consists of
2 HSG80 controllers

3 BA370's daisy chained

2 Front & 1 Rear

Each ESA12000 consists of
2 HSGB80 controllers

3 BA370's daisy chained

2 Front & 1 Rear

Backup DS-3

Total of 72 slots each cabinet

Total of 72 slots each cabinet 65160 with .‘ ' 65160 with Replicated )
oroducti . two hardware TCP/IP Tr two hardware Production Replicated Test
roduction Production L. = L. roduction data
data o partition and ver DS-3 Ci partition and data
3 four galaxy four galaxy

VMS instances VMS instances

2 - 16 port inrange flbre switch 2 - 16 port inrange flbre switch
Each switch has: Each switch has:
4 - Server connections 4 - Server connections
4 - HSG80 connections 4 - HSG80 connections
1-9801 connection 1- 9801 connection
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Final Thoughts o

Open VMS and the Alpha GS160 are an excellent
technology combination. Both are secure and robust.

Galaxy Software:

- Use partitioning, Dynamic CPU allocation and shared
memory to optimize hardware investment

Volume Shadowing Software:
- Mirror all business critical applications
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Final Though
Continuity

Have your own Business Continuity Facility
Note: NOT a Disaster Recovery Site

Make sure the Business Continuity Plan works:
- Test, Test, and re-Test again ! !'!
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Questions
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