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Oracle Application Server High Availability

System Failure

Data Failure
& Disaster

Human 
Error

Application server crash, process crash, 
network crash, node crash

Lost of node, software corruption

Deletion, miss configuration

System
Maintenance

Data 
Maintenance

Deployments, upgrades, configuration 
changes, “move to production”

All data in database

Unplanned
Downtime

Planned
Downtime
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Oracle Application Server High Availability

System Failure

Data Failure
& Disaster

Human 
Error

Load balancing + state replication if needed, 
Self-healing mechanisms, all tier HA 

Disaster Recovery strategy, Backup & 
Recovery strategy

Backup & Recovery strategy

System
Maintenance

Data 
Maintenance

Rolling Upgrades, minimize deployment 
impact, configuration impact, easy  “move to 

production”

Shouldn’t be any (data in database)

Unplanned
Downtime

Planned
Downtime
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What Oracle Application Server Has 
to say about High Availability

System Failure

Data Failure
& Disaster

Human 
Error

Self-healing OPMN, wc lb, mod_oc4j lb,“all 
tiers” cluster, prevention

Disaster Recovery, Backup & Recovery tools

B&R, Fast undo for configuration changes

System
Maintenance

Data 
Maintenance

Rolling upgrades, granular deployment  
“move to production” tools

Oracle DB maintenance

Unplanned
Downtime

Planned
Downtime



Oracle Application
Server cluster

Load 
Balancer

Browser
Client

Oracle
Real Application 

Cluster

Internet

No Single Point of Failure

Central 
Management

Web 
Server 
Cluster

Web 
Cache 
Cluster

OC4J 
Cluster

OPMN

infrastructure 
cluster



Terminology

Firewall / Loadbalancer / Web Cache

OHSOHS

OracleAS Instance:
Managed App Server processes
(one $ORACLE_HOME)OHSOHS

OC4JOC4JOC4JOC4J

OC4JOC4JOC4JOC4J

Component Instance:
Identical configured componentsOC4JOC4JOC4JOC4J

OC4JOC4JOC4JOC4J

Farm:
Multiple OracleAS instances 
connected to a single 
infrastructure

Cluster: 
Identical OracleAS instances from 
a single farm
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Architecture of an Oracle Application 
Server 10g Instance

OAS10g
Instance

Firewall 
Load balancer

Web Cache

OHS OPMN

DCM
AJP

Events

events

Events

HTTP

InfrastructureOC4J
OC4J

mod_oc4j
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Cluster Configuration in EM



Cluster Monitoring in iHAT
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Process Monitoring: OPMN
� Monitoring of all Oracle 

AS processes
� Automaticly restarts 

processes (�self 
healing�) 
− OPMN-Shadow 

Process monitors 
OPMN

� A process failure will 
cause a notification to 
dependant 
components/processes
− e.g. mod_oc4j / oc4j

OPMNOPMN

DCM

mod_oc4j

ajp events

events
events

WC events

http(s)

http(s)

OHSOHS

OC4JOC4JOC4J
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Self Healing in OracleAS: OPMN 

�OracleAS Process Monitoring and 
Notification service (OPMN):
− Process Monitoring (Death detection and Re-

start)
− Encloses all processes:

� HTTP servers
� J2EE containers
� LDAP directories
� Distribute configuration management
� UDDI registry
� OracleAS Wireless, OracleAS Reports, OracleAS 

Discoverer,�
− Cross-dependencies management

System Failure
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Self Healing in OracleAS: OPMN 

− Improved starting and stopping of components
− opmnctl is the primary command-line tool for 

starting and stopping the components
− Increased power and flexibility for configuring 

the Oracle Application Server
− Event hooks and scripts
− Custom services monitoring
− Operating system-level statistics
− Restore to pre-crash status after "non-graceful" 

shutdown (such as an OS crash)

System Failure
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All sub-tier clusters

�Webcache Clusters:
� Reflection monitoring for state and content miss

�HTTP Session clusters:
� Island grouping, code agnostic

�Stateful Session Ejb�s clusters:
� On jvm�s crash, on each call, code agnostic

�Database Connection state (for instance, 
open cursors) for jdbc with RAC

System Failure
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Webcache as a Loadbalancer

� webcache load balances to HTTP Server
− round-robin

� supports session-binding
� recognizes HTTP Server failure

− detects re-aivailabilty of a HTTP-Server

� memory cache
− can be configured in a webcache cluster over

several boxes
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Webcache Load-Balancing



OracleAS HTTP Cluster

LoadBalancer / 
Web Cache

OC4JOC4J

OC4JOC4JOC4J
OC4JOC4J

node 1

node 2

Oracle 
Process 
Manager HTTP OC4J

HTTPHTTP



OracleAS OC4J Cluster

HTTP/S

Node 1

Node 2

Oracle
Process
Manager

Oracle HTTP
ClusterWeb Cache Servlet

Servlet

State
Replication

EJB
RMI /IIOP State

Replication

EJB
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Servlet / JSP Clustering

� dynamic node recognition
� automatic load balancing

− Round Robin 
− Random 
− Metric based 

� session replication over IP 
multicasting

� replication based on island-id
− Islands enable application specific

grouping of cluster nodes

OC4J 1

App1
App2

Island 1

OC4J 2

App1
App2

Island 1

OC4J 3

App3

Island 2

Mod_oc4j
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Servlet/JSP Clustering in EM
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Servlet/JSP Clustering in 
JDeveloper
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EJB Clustering

� state replication over IP multicasting
� dynamic and static node regcognition
� load-balancing for all EJB types
� stateful session bean fail-over

− JVM termination
− End-of-Call

� entity bean fail-over
− automatic state synchronization
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Konfiguration EJB Clustering im EM



Database Connection state

− Oracle AS (9.0.4) uses SQL exceptions 
(Instance down but node/listener still alive) to 
clean up OC4J connection pools in RAC 
environments

− Oracle AS 10.1.3 (i.e., oc4j) will use FaN (ONS 
under the covers), RAC events (10g and up) and 
JDBC Fast Connection Fail-Over for 
� load-balancing connection requests across JDBC 

connection Caches on instance UP
� cleaning up caches (remove orphan connections) on 

Node/Instance DOWN
− Some components (like portal) will not catch up 

this functionality until 10.1.4 
System Failure



28

Load Balancing: �Crash� Prevention

��The best way not to fall� is to adapt routing 
to node�s state: let node recover from peaks 
and route to a more relaxed node
�Most crashes come from 
overloading�overloading is 90% 
application�s responsibility
�Load Balancing: 

� From webcache to http servers
� From http servers to j2ee containers
� Intra j2ee containers load balancing
� From j2ee containers to databases

System Failure
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�Crash� Prevention

Round-robin, weighed round robin3Webcache to Http 
servers

All oracle Net load balancing mechanisms 
(RAC to the rescue)

5J2ee containers to 
database

Random3Intra j2ee 
containers

Random, Round Robin, Random with 
Local Affinity, Round Robin with Local 
Affinity, Random using Routing Weight, 
Round Robin using Routing Weight, 
Metrics Based, Metric Based with Local 
Affinity

5Http servers to 
j2ee containers

LB mechanismsCritical? 
(0-5)

Tiers Involved

System Failure
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All sub-tiers cluster

�and what about Portal, Forms, Reports�?
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OracleAS Portal 
Middle Tier Cluster

Portal 
RepositoryPage

Metadata

Browser 
Client

O
ra

cl
e 

H
TT

P 
Se
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er

Portal
Runtime
Engine

OracleAS Portal 
Database Tier 

RAC 

Portal HA

Database
Provider

Web
Provider

Load 
Balancer

Webcache
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H
TT

P 
Se
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er

Portal
Runtime
Engine
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Forms HA

HTTPHTTP
ServerServer

OC4JOC4J
ContainerContainer

FormsForms
RuntimeRuntime

11

Application Tier Database Tier

MOD_OC4JMOD_OC4J

FormsForms
ListenerListener
ServletServlet

FormsForms
RuntimeRuntime

22

Client

In
te

rn
et

HTTPHTTP
ServerServer

OC4JOC4J
ContainerContainer

FormsForms
RuntimeRuntime
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MOD_OC4JMOD_OC4J

FormsForms
ListenerListener
ServletServlet

FormsForms
RuntimeRuntime
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Se
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OracleAS Reports 
Services Cluster

HTTP Listener 
& Servlet

CORBA 
services

Clients

� Peer-level clustering

Reports � High Availability
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Metadata and system services High 
availability

� Critical Services
− Identity Management Services � for SSO/OID
− Metadata Repository Services � for Portal, 

Wireless, Discoverer, etc.

� HA Options
− Cold Failover Cluster (CFC)
− Active Failover Cluster (AFC)

System Failure
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Cold Failover Cluster

� Active/Passive setup: 
− One node is �hot� and the other node is 

�cold�

� Single Install
− Using virtual hostname & IP (the 

clusterware associates them with the 
active node)

− On shared storage device

System Failure
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Cold Failover Cluster

MT MT

Inactive
Infra

Hardware
cluster

$ORACLE_HOME

-OID
-SSO
-DAS

-Infra DB
instance

Active
Infra

V.  Host

Shared storage

Clients

Load Balancer

System Failure
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Middle Tiers on Cold Failover 
Cluster

� Install Middle Tiers on CFC nodes
� No Failover of Middle Tiers

− But death detection and restart still available

� Use LBR to route requests across the nodes
� Middle Tiers are installed using physical hostname

− On local disk drives

� Infrastructure is installed using virtual hostname
− On shared disk drives

System Failure
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Middle Tiers on Cold Failover 
Cluster

$OH_INFRA$OH_MT1 $OH_MT2

Clients

Hardware
cluster

Active
Infra

MT 1

Node A

Load Balancer

Inactive
Infra

MT 2

Node B

Vi
rt

ua
l H

os
tn

am
e

Shared storage
Local storage Local storage

System Failure
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Active Failover Cluster

�Active/Active setup: Provides �high 9s� 
uptime
�Single Install
− RAC database files on shared RAW disk
− Infrastructure $ORACLE_HOME on local 

storage
− Requires hardware load balancer for LDAP and 

HTTP traffic

�Also provides scalability

System Failure
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Active Failover 
Cluster

Load Balancer/Firewall

Active
Infra

Node 1

OID 1
SSO 1
DAS 1

DB instance 1

Shared
storage

Active
Infra

Node 2

Hardware
cluster

OID 2
SSO 2
DAS 2
DB instance 2

RAW storage
Infra DB files$OH_Infra1 $OH_Infra2

Local storage Local storage

System Failure

Client Load Balancer/Firewall

MT1 MT2

Clients
Se

cu
re

 d
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a 
ce

nt
er

D
M
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Backup and Recovery

� Backup and Recovery Tool
− For Middle Tiers as well as Infrastructure
− Incremental backup and recovery
− Point-in-time recovery

� DCM Archival and Recovery
− Revert to a previous configuration
− Low overhead, quick �undo�
− Works with DCM-managed components
− Ideal for quick recovery from human error

Data failure and Disaster
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Using DCM Archiving

�Archives created using dcmctl
createArchive have the following 
properties:
− Archives contain configuration and application 

deployment information 
− Archives can be moved from:

� database repository to database repository
� file-based to file-based repository
� database to file-based repository
� file-based to database repository

− Can be applied to any compatible instance
− Can be exported to a file

Human Error
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Disaster Recovery

� Site-to-site DR
� Active/Standby DR 

using:
− Virtual hostnames
− Backup and 

recovery to 
synchronize primary 
& standby sites

− Data Guard for 
Infrastructure 
database

MT 1 MT 2

Infra

Clients

MT 2* MT 1*

Infra*

Primary Site Standby Site

DR Sync

DR Sync

DR
Sync

Load Balancer Load Balancer

Data failure and Disaster
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Metadata Storage and Changes
OracleAS metadata infrastructure storage
− In the Infrastructure database
− In configuration files within the Oracle Home

OracleAS midtier storage
− In configuration files within the Oracle Home

Considerations for Configuration Changes
− Modifies a collection of configuration files
− The component metadata within the infrastructure database.
− Mid-tier components cache and maintain information in the 

mid-tier
− System Administrators use different utilities to modify 

configuration
� Oracle administrations [e.g.. Oracle Grid Control]
� Jdeveloper deployment
� text editor

DR requires controlled changes to configurations and application 
deployment.
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Standby Site Synchronization
OracleAS 10g DR utilizes Backup/Restore and Oracle Data 
Guard to synchronize a standby site.

Oracle Data Guard log transfer and apply is used to sync the 
infrastructure database
− Managed recover is disabled

Backup/Restore is used to collect/restore all changed Oracle 
home files
− Full B/R is used for standby site instantiation.
− Incremental B/R is used for standby site synchronization
− Correlate the backup file to the current transaction level of the 

infrastructure database

User defined transfer techniques are used to transfer and 
stage backup files to standby.



48

Agenda

� Introduction
� Oracle Application Server High Availability 

Features
− Overall process control: Self-healing
− All-subtiers clustering: state replication and load 

balancing (crash prevention) 
− High Availability for Metadata and Security 

Services 
− Backup&Recovery and Disaster Recovery
− Deployment features

� Sample Configurations/Summary/Q&A



49

OC4J Hot Deployment*

NoNoYesOC4J Clusters 
(islands)

NoNoYesOC4J Standalone

NoNoYesOracleAS OC4J

EJB Tier

NoYesYesOC4J Clusters 
(islands)

YesYesYesOC4J standalone

YesYesYesOracleAS OC4J
Web Tier

Hot 
Redeployment 
(Stateful Apps)

Hot 
Redeployment 
(Stateless Apps)

Hot 
Deployment

* Application must be deployed as a packaged .ear or .war; no editing of descriptor files permitted
* Certain configuration restrictions apply – see doc set for details

System Maintenance
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Oracle Application
Server Cluster

Load 
Balancer

Browser
Client

Oracle
Real Application 

Cluster

Internet

No Single Point of Failure

Central 
Management

Web 
Server 
Cluster

Web 
Cache 
Cluster

OC4J 
Cluster

OPMN

Infrastructure 
Cluster
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HA Architectural Overview

Load 
Balancer / 

Web Cache

Wireless & 
Mobile

Web Users

Middle Tier
Clusters

OHS with 
Load Balancing

Infrastructure
Cluster

Client Oracle Application Server 10g

Oracle 
RAC

End-to-end High Availability
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ProLiant (Windows/Linux)

Load 
Balancer / 

Web Cache

Wireless & 
Mobile

Web Users

Middle Tier
Clusters

OHS with 
Load Balancing

Infrastructure
Cluster

DL360
DL360

DL560

DL560

1x 3.2 GHz

2 GB RAM
(each 

system)

1x 3.2 GHz

4 GB RAM
(each 

system)

2x 3 GHz

4 GB RAM
(each 

system)

2x 3 GHz

4 GB RAM
(each 

system)

Oracle 
RAC



54

HP9000 (HP-UX)

Load 
Balancer / 

Web Cache

Wireless & 
Mobile

Web Users

Middle Tier
Clusters

OHS with 
Load Balancing

Infrastructure
Cluster

rp3410
rp3440

1x 800 MHz

2 GB RAM
(each system)

1x 800 MHz

4 GB RAM
(each system)

rp3440

2x 800 MHz

4 GB RAM
(each system)

rp3440

2x 800 MHz

4 GB RAM
(each system)

Oracle 
RAC
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Split config HP9000/Integrity server

Load 
Balancer / 

Web Cache

Wireless & 
Mobile

Web Users

Middle Tier
ClustersOHS with 

Load Balancing

Infrastructure
Cluster

rp3410
rp3440

1x 800 MHz

4 GB RAM
(each system)

rx5670

2x 1.5 GHz

4 GB RAM
(each 

system)

rp3440

2x 800 MHz

4 GB RAM
(each system)

1x 800 MHz

2 GB RAM
(each system)

Oracle 
RAC
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Integrity server (not yet available)

Load 
Balancer / 

Web Cache

Wireless & 
Mobile

Web Users

Middle Tier
ClustersOHS with 

Load Balancing

Infrastructure
Cluster

rx2600

1x 1.5 GHz

2 GB RAM

1x 1.5 GHz

4 GB RAM
(each system)

rx5670

2x 1.5 GHz

4 GB RAM
(each 

system)

rx5670

rx5670

2x 1.5 GHz

4 GB RAM
(each 

system)

Oracle 
RAC
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Summary
� No Single Point of Failure: All tiers HA 
� Delivering �intelligent HA�: prevention, dynamic 

resource allocation
� Fast Recovery

− Self-healing � OPMN
− Disaster Recovery

� Ease of Configuration
− EM, DCM Clusters
− Archival and Recovery

� Rolling Upgrades
� Minimal planned or unplanned downtime
� Determine a high availability solution best suited 

for customer�s business needs
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Resources

� OTN:
− http://otn.oracle.com/products/ias/hi_av/index.html

� Oracle Application Server Documentation:
− High Availability Guide
− Install Guide (contains HA installation options)
− Admin Guide (contains Backup & Recovery)
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Itanium Roadmap � Phase 1
Currently only J2EE (Oracle Application Server 
Containers for J2EE (OC4J) and OracleAS 
TopLink) are available on Itanium-2 processor 
based systems. 

Oracle Application Server 10g Release 2 (10.1.2) 
- Phase 1 will be available in the August-October, 
2004 timeframe and support additionally the 
following components:
− Portal 
− Wireless 
− Business Intelligence 
− Business Integration 
− Identity Management 
− Web Caching 
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Itanium Roadmap � Phase 2
Oracle Application Server 10g Release 2 (10.1.2) - Phase 
2 will be available in the October-December timeframe
and updates the Phase 1 components to the following:

�J2EE (Oracle Application Server Containers for J2EE (OC4J) 
and OracleAS TopLink)
�Portal 
�Wireless 
�Business Intelligence 
�Business Integration 
�Identity Management 
�Web Caching 
�Forms and Reports

Phase 1

Phase 2
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Itanium Roadmap � Available 
platforms

Windows XP (for development purposes only)
Windows 2003Windows

SUSE SLES 8.0 and 9.0 (based on market 
demand)

RedHat Linux EL 3.0Linux

HP-UX 11i v2 (also referred to as HP-UX version 
11.23)

HP-UX
O/S VersionPlatform

Oracle Application Server 10g Release 2 (10.1.2) will be 
available on the following platforms: 
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MT
902

MT
902

Infra
902

1 2 3

Clients

MT
902

MT
902

Infra
902

Clients

X
MT
904

MT
902

Infra
902

Clients

MT
904

MT
902

Infra
902

4

Clients

X

Rolling Upgrades

System Maintenance
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5 6

MT
904

MT
904

Infra
902

Clients

MT
904

MT
904

Infra
902

Clients

X

X X

7

MT
904

MT
904

Infra
904

Clients

Rolling Upgrades � contd.

System Maintenance
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Backup slides

OPMN
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List of components integrated with OPMN

1. Oracle HTTP Server
2. OC4J
3. Webcache
4. OID
5. Wireless
6. Reports
7. Discoverer
8. Process Connect
9. DCM Daemon
10. Log Loader
11. IASPT
12. Custom

Explicit Components Implicit Components

1. BC4J
2. CABO/BALI
3. Forms, SSO/Login Server
4. OAI(HTTP Adapter)
5. OraDAV
6. Personalization Server
7. Portal
8. Soap
9. Syndication Server
10. UDDI Server ( web services)
11. Ultrasearch
12. TopLink
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The opmn.xml Configuration File
Used in Oracle9iAS, Release 2

<ias-instance>

<process-manager>

<ohs gid="ohs">

</ohs>

<oc4j instanceName="home">

<island id="default_island" numProcs="1"/>

</oc4j>

</process-manager>

</ias-instance>

System Failure
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The New opmn.xml Configuration 
File
<opmn>

<process-manager>
<ias-instance id="10gTrain1">

<ias-component id="HTTP_Server">
<process-type id="HTTP_Server" module-id="OHS">

<process-set id="HTTP_Server" numprocs="1"/>
</process-type>

</ias-component>
<ias-component id="OC4J">

<process-type id="home" module-id="OC4J">
<process-set id="default_island" 

numprocs="1"/>
</process-type>

</ias-component>
</ias-instance>

</process-manager>
</opmn>

System Failure
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Customer
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SQL*Net traffic

Distributed ID Mgmt with AFC
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SQL*Net traffic

IM-HA(rack-mounted) and repCa to RAC 
(I)
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OID2

Id 
Mgmt 1

Id 
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Load Balancer/Firewall
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System Failure

Clients

Customer RAC DB

Firewall

RAC 
Infra 

Node 1
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RAC
Infra

Node 2

Hardware
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SQL*Net traffic

IM-HA(CFC) and repCa to RAC (II)
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MT1 MT2

System Failure

Clients

RAC Infra 
Node 1

Id Mgmt 1
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RAC Infra 
Node 2

Id Mgmt 2

Hardware
cluster

DB instance 2

Customer RAC DB

Firewall

SSO 1/DAS1/OID1 SSO 2/DAS2/OID1

Shared storage

VIP


