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Course Contents
• The onsite process

• Typical network map

• Client information

• Defining “slow”

• Testing your latency

• The “laying on of hands”

• Client analysis

• Application Analysis Form (AAF)

• Analyzing the login sequence

• Looking for consistency

• Working backwards to ID the problem
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The Onsite Process to Troubleshoot 
“The Network is Slow” Problem
• Prerequisites

− Review the Network map
− Identify the tap-in point information
− Ask about the slowness characteristics 

• Process
− The “Laying On Of Hands”
− Latency tests
− The client bootup/login analysis process
− The application analysis process
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The “Network” is Slow?

Server

Client fault (process problems, no connection, etc.)
Local link fault (high latency, retransmissions, no route, etc.)
Route fault (high latency, no route, discard, etc.)
Remote link fault (high latency, retransmissions, no route, etc.)
Server fault (process problems, no connection, error response, etc.)

IP Router

Client
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Typical 
Network 
Map
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Client Information

• Define “slow”?

• Slow for whom?

• Application-specific?

• Network segment-specific?

• Intermittent?  Constant? 

• Can you replicate the problem?
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Client #1 Information

• Define “slow”?

• Slow for whom?

• Application-specific?

• Network segment-specific?

• Intermittent?  Constant? 

• Can you replicate the problem?
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“Slow” Is Relative
• What do we expect on a LAN?

• What do we expect on a WAN?

• What does the CEO expect?

• HH:MM:SS.mmm.yyy

− Where
• HH = hours
• MM = minutes
• SS = seconds
• mmm = milliseconds (thousandths of a second)
• yyy = microseconds (millionths of a second)
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Test Your Own Latency
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OK – A Better Network Diagram

Is latency due to
• Client configurations
• Switch overload
• Router buffering
• Server delays
• Media faults
• Other?
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Laying On Of Hands
• Broadcast/multicast storms?

• Excessive ICMP traffic? 

• Rogue traffic?

• General network conditions?

• Server delay packets (spanning required)?

• Retransmissions-media faults (spanning 
required)?
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Performing The Client Analysis
• Bootup—slow?

• Login—slow?

• Application—slow?
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The Application Analysis Form
• Simple format
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Application Analysis Form

0

Start pkt End pkt
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Application Analysis Form

0

Start pkt End pkt

Bootup 385

386
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Application Analysis Form

0

Start pkt End pkt

Bootup 385

386 Login 1929
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Elsie’s Login Sequence
• Look for time irregularities.

Delta/interpacket: Time from end of one packet to end of next packet.
Relative: Relative to first or marked packet.
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Elsie’s Login Sequence
• Look for time irregularities.

Delta/interpacket: Time from end of one packet to end of next packet.
Relative: Relative to first or marked packet.
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Look for Consistencies
• First… look for other time problems

• Then… look for the surrounding packets
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Look for Consistencies
• First… look for other time problems

• Then… look for the surrounding packets
18 second
delay every
90 seconds
(approx.)

- all users -
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Work Backwards To ID Process
• Ping 10.160.0.39 – no answer

• What made the client send a packet to that address?
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Work Backwards To ID Process
• In this case, a UDP transmission was triggered 

by a local application looking for a remote 
service that did not exist at the destination IP 
address.

SAP for service
DNS name resolution

DNS server answers
Client babbles away
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Additional Trace Files

• Look for
−Failures
−Duplications
−High latencies
−Unrecognized traffic
−Other strange behavior
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Keep Those Traces!

• Calculate the ROI

• Great evidence!

• Fun reading!

• Good jokes at bars!
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Ref Get the Analysis ROI Worksheet!
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Conclusion

• Get the primary directive

• Get a decent network map

• Perform the “laying on of hands” first

• Consider hubbing out to the client

• Use the Application Analysis Form to help 
organize your trace files

• Keep your traces!


