HP, WORLD’2004
Solutions and Technology Conference & Expo

S

Tape Technology
Update: State of the
LTO, SDLT and DAT

Thomas Rush, Nearline Storage Technical
Architect Glenn Wuenstel, Senior Solutions
Systems Engineer

Hewlett-Packard

© 2004 Hewlett-Packard Development Company, L.P.
The information contained herein is subject to change without notice



Today’s Agenda

« Current top tape technologies
—LTO
— SDLT
— DAT

« The performance puzzle — will it get any easier?
c Q&A
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LTO Ultrium E

availability
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encoding scheme
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I State of LTO

Manufacturers poised to release LTO Gen 3
drives late this year or early next year

Plans call for SCSI and FC versions of drives

LTO standard backward compatibility — read back
two generations, write previous generation’'s
media

Tape transfer rates again outperforming
capabilities of hosts to feed data for streaming

~
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Tape Speed

host data (variable rate)

fast data rate _ o ~ A
adaptive write filters and
” servos to allow variable
write rates

>

falls for slower data

rates U
f SERVO

watermark rises for l\
faster data rates and
++H - QATERMARK

/v slow data rate]

data buffer

data to tape
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I How FAST is the TAPE

MOVING —

@ Cassette

B Commercial Audio
Tape

B High Speed Tape
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O SDLT
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I Streaming vs Repositioning

Continue writing

Rampup ,
speed  / Nodata
, / available
from host
( __________ A
Reverse

e.g. Ultrium 460 running at 7m/sec requires
a full 3 seconds to reposition

/ ,
HP WORLD’2004
Solutions an d Technology Conference & Expo

‘_/

7



Super DLT Road Map [

Generétion 4
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]
State of SDLT

Quantum poised to release SDLT 600 drive for

volume shipments this year

Drive available with SCSI interface

Drive can read SDLT Gen 1 media (written in

SDLT 220 and SDLT 320 drives) and DL Ttape

VS1 media (written in DLT VS160 drives)

Tape transfer rates of 36 MB/sec

HRV(’ORIDZOM
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DAT roadmap

DAT
8th Gen

DAT 160

Read/Write
Compatibility

Native
Capacity

Native
Transfer Rate 183KB/s l <720KkB/sl <1.5MB/s §1- 3 MB/sl| =3 MB/s | =5 MB/s

1990 1993 1996 1999 2003 2005 Approx +2 years
per generation
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Tape backup performance influence map

- Summary

Type of backup - file by file

Filesystem
fragmentation

System memor
System CPU

User - More influence \

Q) ]

invent

Tape transfer and block
size

Disk configuration
Type of backup - image

More use of FC SANs

ISV Configuration

RAID configuration for
backup

HBA - Higher queue depth

File system block/cluster
size
RAID - Number of ports/

busses RAID cache

Less performance

More performance

Type of backup - across
the network (w/out GB/
ToE)
Multiple desktop/client Single spindle backup

backup

Application backup
specific APIs (e.g. MS
Exchange)

Deep directory structure

Filesystem speeds for file
creation (restore)

‘User - Less influence

Multiple local online data
source spindles

Online storage layout
according to what
optimises backup & restore
Snapshot somewhere else
faster, then back that up

Smarter file ordering for
ISV retrieval

Large files

o ,
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I Data Source considerations

As a rule of thumb you need 2x — 3x tape speed
to maintain streaming.

Conversely your backup speed is around 1/3 of
your data source speed.

Restore speed is generally around 40-60% of
Backup speed.
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Primary storage performance — the 3:1 (@
rule

SOURCE TO TARGET SPEED - You usually need 2 to 3 times the
source speed as it compares to your desired backup speed.

Tape is a typically a streaming device.

Buffer Under-runs , Shoe Shining, Back Hitching and other
signs of source performance issues.

DISK

Tape

DISK

psk 4 3 x 10 MBsec Hard-Drives to feed a single
10 Mbsec Tape Drive Q&XS’QRBZCQ%

Technology Conferen:
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I Data Source considerations — RAID (@
structure

Structure Considerations

Striping across multiple arrays controllers improves
performance

Multiple Volumes permit multiple jobs (multiple entry points
for backup applications) - Parallelism

/ ,
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Data Source Considerations /m ]
- RAID [B

eliminate throughput bottlenecks

eliminate load balancing procedures for applications and
databases

(‘ ScCsi ScCsi ScCsi ScCsi ScCsi ScCsi

Bus 1 Bus2 Bus3 Bus 4 Bus 5 Bus 6
esterdays< RAID 5 Volume
RAID Sets
RAID 0 Volume
P’s Virtual ~
Disk Workload is evenly distributed across the spindles in group
P N e N e N e N N e N NG NN
Ch nO|Ogy Moderate Redundant Volume (Vraid5)
No Redundant Volume (Vraid0)
High Redundant Volume (Vraid1) *
T T T T e i s s ~——>
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80
60
40
20

0

Data Source
Considerations- RAID

123

| 100

42
I24

Controller A 12x4G

Controller B 12x4G FC Controller 12x4G

H Read Raid 0
d Read Raid 1
B Read Raid 5
B Write Raid 0
@ Write Raid 1
B Write Raid 5
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I Disk Array Performance

- XP1024 | EVA5000 | EVA3000 | MSA1000

# Disks in 1024 240 o6 14

base unit
Max

Throughpu

 MBJsec 2000 628 335 200

# FC ports

onbase | gy 16 4 2
unit / w

HRIWORLID 2004
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I Source Data :

Best Case vs. Worse Case Data P

Best Case —

.Low File Count
-.Large Files

-Simple File Tree
Structure

-Short file names

-Compressible Data
(2:1)

Worse Case —

High File Count
-Tiny Files (1k byte)

-Complex directory
structure

-.Long File Names
‘Non-Compressible

(1:1)
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% of files

Example file size distribution

35.00%

30.00%

25.00%

20.00%

15.00% -

10.00% -

5.00% A

0.00%

1k 5k 10k 50k 200k 1024k 5120k
- P )
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transfer rate (MB/s)
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File size performance example (NT)

80
| ——BESS, Ito2 74
70 4
60 -
s | High
overhead
1 perfile
30\ \ S
20 f -\
10 -
3 55
0 — | ‘ ‘

10k (3:1) 100k (3:1) 1mb (3:1) 10mb (3:1) 100mb (3:1) 100MB (4:1) _ .
file size
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Sizing the Backup Server

« Hardware Considerations (Microsoft W2K or NT)
Number of Processors
Memory - 256 Megs minimum (app drivers?)
Boot Drives (Mirrored RAID-1)
Faster C: Drive can help OS and TAPE Software
PCI Bus(s) — 32bit, 64bit, 33-66-133Mhz, PCI-X, PCI-X 2.0
LAN / SAN connections

« Software Considerations (Microsoft NT/W2K)

Don’t put the Backup app. database on a slow drive
Use the largest block sizes for tape drivers (64K or greater)

/
L2174, hRLD 24l
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I PCI shouldn’t be the bottleneck

nnnnnn

33MHz 32 bit 133 MB/s | 115MB/s
33MHz 64 bit 266 MB/s | 230MB/s
66MHz 32 bit 266MB/s | 230MB/s
66MHz 64 bit 533MB/s | 490Mb/s
33MHz (PCI-X)| 64 bit | 1066MB/s | 980MB/s
266 MHzPCI-X | 64 bit | 2132MB/s | 1960MB/s
533 MiH%PCI-x 64 bit | 4264 MB/s | 3940MB/s

/ ,
HP WORLD’2004
Solutions an: d Technology Conference & Expo
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Sizing a backup server - Summary

Processors Today a typical 2 proc (> 1GHz) Critical at the planning
machine can handle up to 5 single stage to understand
data streams @ 20Mb/sec at 75% likely growth and select a
processor load. “scaleable” server.
Highly scaleable servers
also have better memory
From a single datapoint of a single | access speeds and more
stream = X% processor load, PCI bus "“peer”
then a concurrent stream = 2X% | capabilities.
(irrespective of concurrency value)
Memory 1GB should be adequate unless Some Backup apps scale
large Nos of parallel streams. better in performance
than others if more
memory available.
PCI Use servers with “peer” PCI buses Unlikely that PCI will be

Architecture

not bridged PCI buses. Keep cards
in the appropriate slots!

the bottleneck in most
cases.

RLD’2

é\
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The SAN Switch o

*Functions of the SAN Switch
* Interconnection of all SAN components.

* Performance Monitoring device used to analyze
backup performance problems.

* Permits “speed matching”, the interconnection of
newer 2 Gig devices to older 1 Gig devices without

forcing the 2 Gig device to run at a 1 Gig rate all the
time.

« Zoning controller/manager — zoning is much like LUN
masking, in that it limits visibility of SAN devices to
each other.

j

/
HP WORLD’2004
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I The SAN Switch (continued) paT

* SPEED of a Fibre Channel port:
« 1.063 Gbit/Sec full duplex (100+ MBytes/Sec)
« 2.125 Gbit/Sec full duplex (200+ Mbytes/Sec)

Full duplex — an FC adapter can do 2X the above
speeds if the adapter card is both transmitting AND
receiving at the same time.

)
51 VX%@%Q&%

Solutions an
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IThe SAN Switch — TIPS QO]

* Tuning Considerations: None for individual
connections. They usually either WORK WELL or NOT
AT ALL!

 FABRIC TUNING - The SAN Fabric can consist of many
switches that are interconnected via ISL’s ( Inter Switch
Links ). Backup tuning should always analyse the
pathways from the source to the target (disk to tape) to
determine if the paths through the switches are
bottlenecked by insufficient ISL’s.

~

/
HP WORLD’2004
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Switch Link Monitoring

O |

invent

gﬁ Performance Monitor Switchl
Actions  Ferformance Graphs
Switch Throughput Lkilization Ref rate = § Secs

Partl 9.1tz G

Part1 113090205

Part2 116.0nt2 G

Paort 116.Ght2 G

Paort 122 4ht2 G

Parth 112 6ht2 G

Partf G5Okt 2 G

Part? G5 Fhi2 G

Portd (BB LT e

Partd 11420215

Portid  1Z2z2.4hd20G

Portil  118.9MIG

Portiz  116.6M-IG

Porti1?  116.0M2G

Port14 65904205

Port1s 65904205

(3] (] 1.0 1.2 1.4 1.6 1.4 20
HP, WORLD 2004
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What Is WRONG with this ‘0|
Picture? 77

Routers

IS L IS ' T "T[I= 2 x Network Storage

Total Bandwidth could be
600 MB/sec !

ooooooooooooooooooooooooooooooooooo



Backbone SAN - 2
Skinny Tree Fabric ISL’s piY

Some methods of Switch Interconnection Techniques

5 Switch Skinny Tree 5x2 Switch Skinny Tree (HA - 2 Fabrics)
(56 - 60 F-Ports) (112 - 120 F-Ports)

o " / j
HP, LD 2004
10 Switch SkinﬁyiOT%g&gv e

(96 - 112 F-Ports) 29



! S
Next generation FC.

1 GFC 200 1.0625 1998
2 GFC 400 2125 2001
4 GFC 800 4.25 Late 2004
10 GFC 2400 10.5 2004

ology

S
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Recent changes in 4Gb FC

« 4Gb/sec is an extension of 2Gb

10Gb is a new development with no backwards
compatibility

Originally 4Gb destined for “intrabox” use only. E.q.
inside disk arrays

Recent FCIA review has decided to move forward with
a 4Gb switching network — expect products late 2004

10Gb likely to be used for ISL’s only, no “devices” will
connect to 10Gb

Impact for Backup: to avoid wasted bandwidth a
controller based approach to libraries is best placed to
utilize these enhancements. (see later)

P
HP, WORIDZOM
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What is an Interface Controller?

o An Interface Controller is
NOT just a bridge
NOT just a router

« An Interface Controller

HAS the intelligence to actually look at the data, and makes
some judgements as to where it will go.
HAS the mission to communicate with a management system to
provide performance tuning, diagnostic monitoring and reporting
abilities.
HAS the ability to support advanced functions such as....
Selective Storage Presentation
Direct (Serverless) Backup
Secure Path
Partitioning
Virtualization



Interface Controller Performance [}
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Ultra 2 Routers have a total bandwidth of 140MB/sec, 2 SCSI
ports

E1200/E2400 — up to 2 x SDLT220/320 or 2 x Ultrium 230 per
SCSI port

s have a total bandwidth of 280MB/sec, 4 SCSI
E2400-160 & M2402 — 1 Ultrium 460 per SCSI port

- up to 2 x SDLT220/320 or Ultrium 230 per SCSI port

[ e
0% cj|EEEE(I0Y .
= S=S=SITE

DON’T EXCEED THESE VALUES OR THE ROUTER WI
BECOME THE BOTTLENECK TO BACKUP PERFQBM)M}; E-
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elective Storage Presentation — optimizes K%
erformance by maximizing FC bandwidth

Address @ httpeff192.168.0.1f | peo

Fiors Channsl Moduls 2 LT B e i

il“*

Lk o -m- -m
i i it .q;_. M= -
o | -— - - - — = ool

Metwork Storage Router M2402

[ﬁﬂl To view settings, you may click on the modules. To change settings, you may click on ports and buses.

invent
_E 3 FC Map - Microsoft Internet Explorer -0l x|
nsure -
MAIN MENU —
b T Hisst MActp FC MODULE 0 PORT 0
ke ape 69512793 (FC Port Name (Low)) Indexed 0
Woduies buffer 10EDDA (FC Part Mame (Lowl)  port po
Discovery 2022026 Fort Bame (Lowd)  Indexed
Mapping W I’IteS 10EBT4 (FC Port Mame (Lowy)  Indexed W|Prntncul |I'u'|udule Iﬁhype |5tatus |DE‘I|.|I'iCE Specific Address
Sttﬁn?etlscs . 1AEANA EE kot Mame i owd Indeved ’n—||:r505| 3 IEI—|TAF'E UP  [Target=3 Lun=10
Repart IS 1 [pscal |3 1 [taPE[UP  [Taroet= 3 Lun=0
Feboot
enabled | i
MAPPING MEMU Clear Map I Remove Gaps |
FC MODULE D b
EDEE' | 2022026 (FC Port Mame (Low)) »|  Edj Fill Map
o i
Priarity
MO MODULE 1
HO MODULE 2 IEIus.l’Target vI Fill KMap |
SCS| MODULE 3
Bus 0
H Delete Map Hemis)
EEE ;_ BI nd H OSt H BAS to Lun {from) {optional) to
Bus 3 specific ports and o=l [o=] 0
H Delete Entry =
messsssmmmm  drives on the Router | =] | =
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I Interface Controller Bottleneck Q) |
Consideratons

Don't forget to calculate your data throughput rate
based on what level of compressibility your data
has on your specific tape drive technology. If you
don’t know, assume at least 2:1, so that you
DOUBLE your expected data rates compared to
using 1:1 data.

When you are considering how much data can go
through the router at one time, consider analyzing
your data sets compressibility and how you might
stagger your backup jobs so that data flow based
on tested transfer rates (see tools coming up!)

are run in a way that doesn’t exceed the router s,

ey HP WORLD 2004
performance limits. % RUORLD 2001



OS Transfer Size o

OS Transfer size is the maximum amount of data the
operating system will transfer in a single “operation”

Windows is preset to 64K unless MaximumSGList is
changed in the registry

hp-ux has a 1MB limititation (although 256K at atomic
level)

kmtune —s scsi_maxphys = <value>

More recent Solaris versions have 64K default extendable
to 16M via st.conf

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn



Transfer Size — e.g. ~
MaximumSGList ©

Command Command
Start Write End Write

More Data writes within a SCSI command Ve
\ equals less overhead and a more efficient S
transfer.

ONe

Tape Drive

NORLD)
HP,WORLD 2004

and Technology Conference & Expo
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MaximumSGList

O |

invent

{:I cpg3zfsz
{:l _pgarray
- cpaarry2
{:I cpgasmz
{:l ZpgZilry
-] CPQCISSE
{:I CpOcissm
-] CPOFCAC
{:l cpgfcalm
-] cpgfwsze
E D CPOKGPSA

D CPOMicMgmt
-] CPOPHP
{:l CpgR.cmc

F- (] CPQTeam
{:l Ccpgvcagent
l =-E3 CquehMgmt

S s S

Ee‘\

Reqgistry  Edit  MWiew Favorites  Help
m-{_] ContentFilker | | Mame | Type
{1 Contentinde: {DeFauIt} REG_52 walue not sek)

ﬁ Dbt arameter REG_57
Eﬂ MaximumSiaLisk REG_DwWiORD

RO TmmberifRequests  REG DW/ORD

T of the

HBA

Attribute

iElsRetryCount=6a;ModeTimeQut=60;5ca. .

HP, WORLD)2004

Solunons and Technology Conference & Expo
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ISV performance tuning

Concepts
Multiple Streams
Multiplexing (optimising tape performance)
Image Backup

Transfer Size

Database API's (bypass filesyste

RMAN (recovery manager) - Oracle
VDI (Virtual device interface) — SQL
Limitations of Exchange API

Samples featuring HP Data Protector.
Tape Blocksize/Disk Buffers

o

chnolo;

Concurrency _

@
mé
=)
2\
@

=

wn
o
=1
o

P

Conferenct
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Network Backup with ‘Parallel’ Data  [#3

nnnnnn

Transfers
Data
—1 o Source A
= @ - <\# BACKUP OF DATA
= — T oo SOURCE A
=@ — e =
AGENT —

P A——

O
BACKUP
ENGINE

Network Backup
Switch Server !
\=

Data
Source B

@l

Device Parallelism

‘Device Parallelism’ or ‘Multiple device

streams’ uses the Principle that data from a
specific source system can be routed to a
dedicated device in a one-to-one HRv/VORDDzooz;

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn
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Backup with Concurrency O]
(Interleaving/multiplexing) -

Data
Source A

=]
o —
i | —

j}@ BACKUP ™
% ENGINE j
=4 1 Net k
etwor
Switch Backup

|
Ll

Backup Session
using 'Interleaving’

1

Server

@l

Data
Source B

Combines data from multiple Data streams from multiple

sources to a ‘specific backup session’ onto a single tape or
backup tape set, so we can maintain tape streaming.

Increases backup performance but can reduce restore

performance. P 'j
HP, WORLD 2004

Solutions and Technology Conference &

‘_/
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ISV Software ‘Features’ —Image gy
Option

nnnnnn

Image backup operates at the device level rather than the file system level
The source Drive Must be quiesced

Lower File-System overhead resulting in higher performance

Best used when lots of small files would give slow file access.
Single file restore is possible but slow.

Tape Storage

| ) DATA

oL ]

DATA

Internal Disk Storage

Tape Format with sequential backup sessions

C:\ Session 1 D:\ Session 2

E:\ Session 3

=\

P

LD

nology Conference & Exp:

—
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ISV performance tuning — database API’s [‘ﬂ
- Oracle

RMAN / Data Protector cell manager
performance

parameters
passed in through
Backup Script.

............................................
. ‘e

Oracle client

data protector

E.g. # channels GUI/ CLI

recovery
catalog

tape drives




ISV performance tuning — database API's [#}
saL e

| Fle Edit Wiew actions Help

JIDevices&Media LIHEel l;J 7 |JE'¢’—r‘_EEE|$ @@%l-@]
E--El Ervironment ll F

~. Specify the device name, the client systern where

-- Automated Operations i 3 WS SOL inteqration |
El@ Devices 1 P
| E-Efd CoMPAQ:MSLSO00 Series_dIZE0-g3 ; =
. [ [ Drives Device Name | ] : : N—— I
: 51 siots . GL| M5 SOL integration specific options B
¢ {=l HP:UItrium 2-5C51_dI380-03 Deseription |
&) Extended Copy — General infarmation B
izl Media : -
. Device Type IStandanne Pre-exec I El
Drata Farrnat |Data Protectar Post-erec I :[
Client I re2B00_win. demo. demo.local :I

_ZﬂEIDnS

MEME Senver I :l
Cancurent stikams I1
L —— =
L
v Adjust devidwlior MSSEL 7.0 local backup ¥ Fast direct fnode

Block zize [KE]

Ll

1

(] 4 I Cancel | Help |

Optimise Block size, .eﬁ—mﬁdgl?lj
< Hao! Hert» 1MIE! LCancel ) 2004

E‘ Objects I H 4 b b |© Add Components “-J Add Device =WJ 'ference & Expo

=1 e S

—
[}
.
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I ISV performance tuning ) |

database API’s - Exchange e
*No inherent tuning parameters available for Exchange, other tha
basic buffer size and # of disk buffers.

Exchange APl is renowned for being a tape performance
bottleneck

Example: Veritas NetBackup
C:\Veritas\Netbackup\db\config\

Two files must be created to override the default NetBackup
settings:

NUMBER_OF BUFFERS (64)
BUFFER_SIZE (64)

)
el YYQB@ 2007

I
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ISV performance tuning
Tape Block Size/Buffers and Segments

po Properties for HP:Ultrium 2-SCST_rx2600_win - HP Of

| File Edit View actions Help

=18

J I Devices & Media

EER

EE

wdﬂ&

Lm0

- Erwiraniment

-- Autornated Operations

E@ Devices
7-£73 COMPAQ:MSLE00D Series_dI380-
{=l HP:Ultrium 2-5C51_dI350-g3

-5 Extended Copy
B-f Media

1] | &

Generall Drives  Settings |

i Advanced Options E

Settings  Sizes IDthel I

Specify the type of media uzed in the librarny.

Specify block, segment sizes and the number of buffers.
-+
.

1 Block size [kB) [8-1024)

Segment zize (MB) [ 10 ar mare |

I8 [1-32]

Dizgk agent buffers

oK I Cancel

E. Objects I

Lancel

Apply

K4 k= H |O Interactive Backup ‘Wizard [Loa... '“HJ Properties for HP: Ultriun 2-5CS1_rs26... '=NJ

by

invent

/
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ISV performance tuning — O ]
Concurrency/Multiplexing

o Properties for HP:Ultrium 2-5C51_r#2600_win - HP Openy

—18]x]

Eile Edit Wiew Ackions Help

|Devices & Media | H B E w7 H o ek | B S 8|0
Eﬁ Enviranment Generall Drives  Settings I
2::,?:3:t8d Cpecaton: Specify the type of media used in the librany.

COMPAC:MSLE000 Series_dI350-

y M Advanced Options =l
(=0 HP:Ulbrium 2-5CSI_dI380-g3 2
(= HP:Ulbrium 2-5CS1_rx2600_win Setlings | Sizes | Other | S et a t a
[-{&5) Extended Copy
- Media ]JHJ]J Specify concurency and optionz for device.

P device level.

= Calculate
(e = these
P e concurrency
oy ~ levels as part
of an overall
e backup
strategy to
meet specific

" - wind ow
E. Objects I M4 b H |O Interactive B ackup Wizard [Loa. . ‘='HJ Properties far HP:Ulium 2-5CS1_r«26... ‘=WJ req u/l re n tS

HP WORLD’2004

Solutions and Technology Conference & Expo
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ISV features relating to Backup

ackup to Disk

performance

D]

(fast restore)
PC/Serverless v (oracle 9i v (windows & v (oracle 9i with v ( oracle 9i
XCopy/Rapid with hp-ux ) solaris ) hp-ux ) with Network
Backup appliance &
EMC hw)
Image backup X (raw disk via v (Windows v ( Solaris v (Windows &
Oracle RMAN) only) & hp-ux ) unix)
Parallel v v v v
Streaming
Concurrency v (32) v (32) v (32) v (32)
p

(multiplexing)

Solution‘s and Technology Conference & Expo
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What About Restore
Performance ?

© 2004 Hewlett-Packard Development Company, L.P.
The information contained herein is subject to change without notice



HP: A Range Of Business Continuity [@
Solutions

fault-tolerant

disaster
# tolerant
S solutions
whd
o
€ business critical
>
o
a rapid backup
% solutions
operational cata
S0 protection
solutions
days hours minutes
recovery time HPV/VRDZOM

—
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ulti-level data protection A

Level Protection Protects Against Recovery Time

2 snapshots data corruption
user error
replication equipment failure :
and clones data corruption ~ S€conds to minutes
user error
site destruction
3 tape backup equipment failure
& restore data corruption
user error minutes to hours

site destruction
virus & hacker attacks

gy Conference & Expo
/

ape is still the foundation B
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ecovery considerations e

* With higher performance environments recovery from

catastrophic failure can take place at speeds of around
2 Terabytes/Hr Maximum. (16 drives in Library)

e Main restore bottleneck is in re-creating RAID consistency
and creating files through the filesystem.

e Consider Parallelism to improve recovery times.

eSingle file recovery performance can also be dependent on
Drive search performance and ISV search algorithms.

/
HP,WOR DZOQgt

Solutions and Technology Conference &

_/
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Integrated fast recovery

* builds on zero-downtime
backup techniques to retain
multiple images on disk for
selective recovery to any
point-in-time image

« A fully automated protection
process, including creation
and rotation of mirrors or
snapshots and regular backup
to tape.

« for recovery, administrator
selects a specific recovery
image from the graphical user
interface

single
: SCh@dUler, EEEESEEN
single recovery liEs

Interface

Oracle
SAP

management

application r_ecovery
server Images
on tape

production
data

recovery images
on disk




Pros and cons of fast recovery ‘D]
technologies o

« Zero-Downtime Backup
+ no impact on application performance
- requires specific arrays and software

e Instant Recovery
+ recovery of TBs in minutes
- requires Zero-Downtime Backup as a basis

« Volume ShadowCopy Service (VSS)

+ simple mirroring on any disc
- supported within Windows 2003 only ~

P
HP WORLD’2004
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p tape performance assessment tools for C
indows, Linux, HP-UX, Solaris, AIX iy

indows(64) .

applleatlm Simukation;

Performance Asses: ol < a1 e
= —l > (% Full analysis (Time dependent of File Systern mze}
“Simulates tipical file by file backup orrreal data
% Step 5 of 5

You can now check the average transfer rate of your system against the typical transfer rate
of your tape technology to know if your spstem can use the maximum of your tape drive

performance.

ment Estimation’ car var sigrificartly fram the 'Full Analysist becauss

‘ « Tape |Typical transfer wsuie diives are defragmented prior e tun.

technology|  rate from

-> Result of the 'Real Test' for the drive D: disk to tape
Time: 2min., 37sec. (5032.53MB Processed) DDS2 05MB/s < Back. | st > I Cancel
Transfer rate: 31.91Mb/Sec DDS3 1 MB/s - = s |
DDS4 3 MB/s
DLT40 1.5MB/s
DLT80 6 MB/s

DLT1 3 MB/s ,\oa
: SDLT1 11 MB/s
i ‘}_1T Ultrium230 15 MB/s 0
: [Performance Ultrium215 7.5 MB/s
== - Purpoze: Thiz tool sst \e
- - z from the disc subsyste 0

= — J mostappropriate bach e

< Back Cancel
MNote:
*Far the mazt accurate results run this diagnostic with the same: state:as dunng the narmal

hackup process,
- Disk subsystem performance i affectsd by fragmentation of thefile spstem. Logical drives
‘should be detragmented for best perfarmance. 6

90% of backup performance 6\
issues are NOT the tape drive 0(\

itself -w

Free download from ...http://www.hp.com/go/tape ‘?‘Q !iEXXQ&%&R&Q&Qﬁ
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HP TapePerf

&= HPTapePerf 100% I =
Tape Drive | TAPED =l ﬁ
TEST 1 =] F
T esting “ith &1 Comprezsion Batio G

Opening Tape Dive O
Hewinding...
Setting Blockzize to BRE3E

Writing. .
4096.00 MB written in 146,20 secorids, 28.02 MB/= Perfrnon

Rewinding...

Proves the tape drive is not the bottleneck by writing
data from memory direct to tape.



HPScandisc

f]' HPScanDisc

Scanning CADATA, . ]
C:ADATA: 133.55 MB read [453 files] in 112 3
TOTAL: 135.55 MB read [453 files] in 112 zeconds, T. 25 ME7SEC
Completed

[~
Directary 1 v |CADATA Browsze »»»
Directory 2 [~ |2 Brawee =3
Directory 3 T |2 Brotse s
Directory 4 [~ |20 Browse e
Directory 5 |- Browse 335
Directorp 6 T~ |- Brovwse >3
Directory 7 T |2 Browse »o5
Directory 8 [ |2 Browse »»> GORIDZOO4

d Technology Conference & Expo
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O |

invent

XP Disk Performance Estimator.

XP1024 Performance Estimator "Rules of Thumb" (ﬁ,)

INPUTS OUTPUTS SR
Tatal ArauGroups = 96
Intensity = 95
Disk Type Raid # Array-Groups HVsec Mtsec RT. {ms)
e x| RAIDS (3019 x| 8k RANDOM READS 13610 111 3
e x| [ moiuoun o 8k RANDOM WRITES 9600 79 8
e - RAIDS (3417w | + Sk RANDOM MIX (60/40 16426 135 G

] L RAIDES T2 = a
B =l . || sasequenTiaLREADS | 30556 (2003 ) 5
HCHIPPs | #ACPPs | 64k SEQUENTIAL 11400 | 747 7
4 = 4 -
T Mumber Faw F1 Uzable RS Uzable Total Uszable
36 [ INTENSITY [ of Digks | Capacity () () ()
o i Bl -+ [[High 384 13731 - 2o 2524
/ )
HP,WORLD2004

Solutions and Technology Conference & Expo
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For EVA & MSA —try IOmeter

MSA1000

nnnnnn

Access pattern: 64 Kilobyte block size, 100% read, 0% Write,

100% sequential, 0% random

0 2445 152.8
1+0 2403 150.2
5 2403 150.2
ADG 2407 150.4

~ >
Soluti éwgggkgrﬁggxﬂo
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CreateData — for use in Q) |
Benchmarking =~

™ CreateD ata o]
[é] Path L Browse | —Na OFf Files
—MB
F Pattern | 2:1 Compression Ratio _‘rj ,/'/
imwvent /
F Diztributi Equal Digtribution of Files :_I z Fie e B
Filz Size  |4KE =l To |51 2KB "i

- Digc Capacity

e N Avalable  Used
= a002  37GE
Can also T B S Sl
generate equal NDDfFiIesF'ErDirectnryé;i. i .315
dlstrlbutlon Of ........................................................................................
MB -

d EF33ME  290GE

Start l | E it




& y
Jam]l Ferloringnee

8 comscle wincom b || ) oF | B | tmloe] Sometime Backup apps

T acion yew Eavorites || 4= = | B @ | B2 | B2 have a lot of pre & post

o] lFw ol @Eala +x el olelE o= processing that disguise
o the actual tape backup
L rate.

al

On windows platforms

o MM Performance Monitor
iz set to Monitor “"system”
“File reads” gives a

20

L good idea of
) instantaneous backup
Last | STSFE1S6  Average | 36945236 Minimurn | A2AG0ETT rFa te .
Maximurn | 47340505  Duration | 1:40 j
/
Color Instanca Parank HRW R D 2004

Solutions and Technology Conference & Expo

I

_____ . Fle Ped... ---
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Glance on hp-ux

=l ‘GlancePlus — 10 By Logical Volume
Fle Reports Configure

=l GlancePlus — Memary Report
File Reports

= GlancePTus — Disk Graph
File Reporis

s start < @ 3 Micosoft... v | R htp:/fathp 1AL Dt = o o ooeLrant o, A AT e X 7 ReleLuo..
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