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The Adaptive Enterprise

Business and IT synchronized to capitalize on change

Information Technology

Business benefits: simplicity, agility, value p j
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Why You Need an Adaptive Q) |
Infrastructure o

100-
Tremendou : ~
s amount of—2% : B | Yetthese
unutilized 601 . | systems are
capacity unable to
407 g— | handle the
20 ||| 1] | load
L

Server Average Utilization

» Most reports put average utilization at approximately 30%

« Some applications still not able to meet performance
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I Why Utilization is So Low o

Mission Critical applications have peaks in load
that require spare capacity
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I New Alternatives to Overprovisioning

Build an Adaptive Infrastructure that can
dynamically react to application peaks

Implement Application Consolidation
Run many workloads on a small number of servers

Share Spare Capacity

Provide spare capacity for multiple apps on the same
system or systems — 40% reduction in spare capacity
requirements

Consolidation requires virtualization solutions
to ensure applications are isolated from each
other N
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Adaptive Enterprise vision

Business and IT synchronized to capitalize on change

1. Measure, assess and maintain a
dynamic link between business and

|T EXTEND & LINK

Suppliers Employees Custom

Business processes

2. Architect and integrate
heterogeneous IT environments

3. Extend and link business processes
across suppliers and customers

4. Manage and control business
processes, applications and the | Infrastructure
whole IT environment

Applications

ARCHITECT & INTEGRATE
simplify, standardize, modularize, integrate
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I HP’s Definition of Virtualization

An approach to IT that pools and shares resources
so utilization is optimized and
supply automatically meets demand
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Expands and shrinks
C i virtual servers
Assess in real time

'nfcl,lfigim =II based on business
engine Virtual servers I priorities

- Better RolT through optimized resource utilization

- Increased business agility through the capability to
allocate resources on the fly

- Ensuring service levels through continuous real time
assessment, advice, and action

/
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HP Virtual
Server
Environment
Technologies




I HP Virtual Server Environment O ]
Adaptive Enterprise Technologies

Dynamically reconfigurable partitions

nPars with iCOD
Virtual Partitions
Resource Partitions

Capacity on Demand
iICOD
ICOD Temporary Capacity (TiCOD)
Pay Per Use (PPU)

VSE Management Tools

Systems Insight Manager and ParManager
HP-UX Workload Manager
Serviceguard N
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I Definition of Partitioning

Partitions are physical or logical mechanisms for
Isolating operational environments

within single or multiple

servers to offer the
flexibility of dynamic resizing

while ensuring that

applications can enjoy
protection from

unrelated events
~ that could otherwise cause disruption,
interruption, or performance degradation.
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HP Partitioning Continuum for HP-UX 111 -~

ingle Physical Node
single OS image per node
within a cluster

¥ 5
T Ei/

S

nPartitions
hard partitions
within a node

Single Node

Virtual Partitions
within a hard partition

nPar 1

» OS image with HW

fault isolation

» Dedicated CPU, RAM

& 1/0

nPar 2

» OS image with HW

fault isolation

» Dedicated CPU, RAM

& 1/0

®)
®)
(@)
(@)

nPar n

» OS image with HW

fault isolation

» Dedicated CPU, RAM

& 1/0

Hard Partition

vPar 1

+ OS image with SW

fault isolation

+ Dedicated CPU, BAM

vPar?2

+ OS image with SW

fault isolation

+ Dedicated CPU, BAM

vParn

+ OS image with SW

fault isolation

+ Dedicated CPU, BAM

Resource Partitions
partitions within a single
OS image

Virtual Partition




HP-UX = Broadest Partitioning Q]
Portfolio

SAP Mfg.  Database Database other

server Dept.  Server1  Server 2 users application
i 22l O . e® | space
: , ®® | : . ®®

WLM to automatically
resize partitions

Adaptive
Resource Partitions
inside of an OS image

vPar 1 vPar 2 vPars
hardware platform hp jooo
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I HP-UX On-Demand Technologies

Instant Capacity on Demand (iCOD)
Activate new permanent capacity when needed

Instant Capacity on Demand — Temporary
Capacity (TiCOD)
Activate/deactivate new temporary CPU capacity when
needed

Pay-per-Use Utility Computing — (PPU)

Lease systems based on CPU utilization
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I VSE Management Tools

HP Systems Insight Manager

Single Management Interface for HP-UX, Windows and
Linux systems management

HP-UX Workload Manager

Automated reallocation of resources based on business
priorities and real-time workload performance or load

HP Serviceguard
Industry-Leading High-Availability Clustering Solution

/
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nPartitions

Multiple applications on the
same server with full
electrical isolation between
partitions

Increased system utilization
partitioning Superdome into physical
entities: up to16 nPartitions

Increased Flexibility:
Multi OS

Multi OS support: HP-UX,
Linux (*), Windows (%)

Multi OS version support
Multiple patch level support

Increased Uptime

hardware and software isolation
across nPartitions

MC/ServiceGuard support (within
Superdome or to another HP 9000
server)

a
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hp's cellular architecture is very ra
flexibe

8 Socket system 64 Socket system
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16 Socket system
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(32MB)

SYS FSB
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Partition Manager New Features

O |

invent

Significant Changes from ParManager on HP-UX 111

a Partition Manager - Complex zoo - Microsoft Internet Explorer provided by Hewlett-Packard j & Dlﬂ

J Fle Edit “iew Favorites Tools Help |

J @ Back + mp - @ ﬁ | @Search @Favorites @H\story ‘ %- .

J Address I@ https:fizoo? Fo.hp.com:S0000/parmgr/jspfcomplex. jsp j @GD

J Links | My Projecks, Ebc || Cther MaLsikes | HP-UX websites [ HP Misc  JPM Stuff ] CHART [@@hp Employes Portal @ Customize Links  **

Complex:  » zoo Last Complex Scan: Tuesday, February 11, 2003 9:30:41 AM MST Refresh |
GEIGIEICEI Partitions | Power and Cooling | Cells | YO | General

Partitions: [7 @ » zoo0 [J@% zoel | [ @ » zoo2 4

Ol zoce | [ [IE » zood © Complex
C@»zo09 [O@»zooio EEEGGIN © nPartition
ClEszoaiz] ME% 20013 o cell
S ! | %@ »zoold a1

© Tools

© Help

Selected Items:
0
0
0
0

Deselect all

L

Status Icon Legend
I

[ Inactive |

Powered-Off

=2 [ [ @ <] € B

(KNl

=

|&] pone ’_E‘O Inkernet

s

New web interface
Graphical “big picture”
views of
nPars
Hardware in complex
Supports new OS/HW
features
Cell local memory for HP-
UX 11i v.2 partitions
nPartition configuration
privilege
Remote admin of
Superdome complex
Compatible with iCOD/pay-
per-use
Native on Windows (2H 2004)

/ )
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HP-UX Virtual Partitions

Multiple HP-UX instances
running on the same system
or in the same nPar

Dept. A Dept. A Dept. B | Dept.B
App 1 App 1 App 2 App 3

HP-UX HP-UX HP-UX HP-UX
Revisio

Revisio
n B.3

Revisio Revisio

Increased system utilization

partitioning a single physical server
or hard partition into multiple virtual
partitions for rp5405,rp5470, rp7400,
Superdome, rp8400, rp7410,
rp8420, rp7420

Increased Flexibility
multiple independent instances of
HP-UX

dynamic CPU migration across
virtual partitions

Increased Isolation

application isolation across virtual
partitions

OS isolation
individual reconfiguration and reboot

HP Wi j2004
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vPars logical overview

» multiple applications vPar1 vPar2 vPar3 « each operating system
or multiple instance tailored
instances or specifically for the
versions of the application(s) it hosts
same application * operating systems

* provides name instances are given a
space and resource user-defined portion of
isolation the physical resources

* provides name space
and resource isolation

» creates illusion of
many separate
hardware platforms —>
* manages shared
physical resources

* supported on rp5470,
rp7400, Superdome,

< (08400, p7410,

rp8420, rp7420

* monitors health of systems
operating system * no additional platform
instances support requiread7
/
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Partitionable Resources

*CPUs may be “bound” to a

single partition or allowed
to “float” among partitions PA CPU | PA CPU | PA CPU
. (37) (41) G

*bound CPUs require a
partition reboot to be

Q) ]

invent

*main memory is
allocated to partitions in
multiples of 64MB
ranges

Main
Memory

Memory

reassigned among
partitions

sunbound CPUs may be
dynamically reassigned
among partitions

*SBAs and memory
controllers are owned by the
vPar Monitor and are not
assigned to partitions

BACor
(V)

*the system console may be
multiplexed among partitions;
an escape-sequence (CTRL-A)

allows the user to toggle
among partitions

EE %@%@i

ool .adding or removing

memory to or from a
partition requires a
partition reboot

*LBAs are bound to a
single partition

*adding or removing
LBAs to or from a
partition requires a
partition reboot

*PCl interface cards and the devices
attached to them are connected through
LBAs and, therefore, cannot be logically
reassigned among partitions without a

partition reboot

HP, WOR£92004
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Partitions
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Resource Partitions

Apps are running in the same OS, but have separate process
schedulers and separate memory managers

Partition 1

Memory Manager

Application B

Process Scheduler

Partition 1
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esource Partitioning Features

Resource controls:
CPU Controls

CPU allocation by percentage, shares, or whole
processors

Optional capping in FSS partitions
Concurrent FSS and PSETs

Real memory controls
Each partition gets a separate memory manager in 11i

Disk bandwidth

Both LVM and Veritas VxVM Volume Groups
Automatic process assignment to partition

Users/Groups
Executable path/Process name

Children automatically run with parent by default p
HEWORLD 2004
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PRM CPU Scheduling o

Fair Share Scheduler Processor Sets
Shares become slots in a CPU is allocated on whole CPU
carousel boundaries
Each slot is 10ms CPU tick Standard Unix scheduler
FSS allows Standard Unix allocates CPU within a PSET
scheduler to schedule Separate process schedulers for
processes from current partition each partition

diirinn tirk Processes in the partition are

scheduled on the CPUs in the
Scht(a:c;lurlr;rgSIo>

PSET assigned to the partition

Carousel Rotation HR WORj2004
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HP-UX Resource Partitions O
Key Features and Benefits

Controls allocation of CPU, real-memory and disk I/O
bandwidth based on user-specified policies

Applications do not require modification to work with PRM
Configuration can be changed at any time - even under load
Supports resource policies based on users and applications

Supports the configuration of both FSS and PSET based
partitions on the same system

Tight integration with HP-UX systems management and
workload management tools

P
HP, WORIDZOM
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On-Demand




HP Instant Capacity On Demand Q]
icopy o R R

Single Physical . : i
) Nodey Cell Board iCOD ICOD Tempor;;ﬁ(s)el?so days/
e.q. single 8-CPU HP Inact;ve cgll boardgc;rlmJtaining O::e or more inactive 720 hours) of iICOD
7410 our dormant S CPUs per cell board CPUs
HP rp7410
m[l.l.l.lﬂal.l.lull-
J

n |
A = Active

| = Inactive

=5
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I Instant Capacity on Demand (iICOD)

System acquired with inactive processors

Processors are paid for when they are activated
Price paid is current price when activated

CPUs can be activated on-line — no reboot
required

Excellent solution for expected growth

ICOD is licensed for an entire complex

CPUs can be deactivated in one nPar and
activated in another — without reboot HPWORLD 004
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iICOD Temporary Capacity (TiCOD)

Alternative purchasing model for iCOD processors

Temporary Capacity is purchased in 30 Day increments
30 CPU-Days = 43,200 CPU-Minutes

Any number of iCOD CPUs can be activated

Activating processors causes the iCOD software to
deduct minutes from the “bank”

Deactivating the iCOD processors stops the deductions

Excellent solution for:

Short term peaks in application load

Lower cost failover server - Activation of additional capacity upon
failover of a large workload onto a failover server

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn



Pay-per-Use Utility Computing (A
(PPU)

Type of lease
Acquire a system with peak capacity required

Monthly charge based on base payment plus a variable
payment based on actual resource usage

2 utilization measurement models

Active CPU — CPUs are activated/deactivated and variable
payment is based on how long CPUs were active

Percent Utilization — All CPUs are active and the system is
monitored for CPU utilization — variable payment is based on
average utilization of all CPUs

Excellent solution for highly variable loads, especially
revenue generating loads because costs are in line with

revenues AN
HEWORLD 2004
_/
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HP Workload Manager

HP WLM is a state-of-the-art dynamic workload manager
for HP-UX servers

It automatically adapts the partition configuration based on the
loads on the applications running in those partitions and your
business priorities
Supports:

Resource partitions and vPars and nPars with iCOD

Automatic activation/deactivation of iCOD and pay-per-use CPUs

Resource partition memory reallocation when workloads are
activated/deactivated due to failover or batch job activation

WLM helps you comfortably increase utilization while still
ensuring that your mission critical applications maintain
their performance requirements
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WLM Service Level Objectives

SLO’s use goals, constraints, and conditions.

An SLO consists of:
A workload (partition)
«Constraints (min, max cpu)
A goal
Priority
-Conditions (time of day, event, etc)

_ 2004
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WLM goal types

Any of the following can be used to allocate resources to a
workload:

resource utilization
CPU entitlement based on utilization of current entitlement
Easiest to configure — no data required

direct measurement of the performance of the workload
response time
throughput

measurement of load on application
number of users/processes
queue length

=\
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WLM Major Features

11i and 11iV2 support on PA and Integrity

Support for Resource Partitions, vPars and nPars with iCOD
Support for PPU and TiCOD

Out of the box support of any workload with CPU Utilization controls

Goal-based Service Level Objective Support based on any available
data value

Out of the box toolkits to support Oracle, Weblogic, Glance, Apache,
Job duration/SAS, Serviceguard

Command line and GUI utilities for configuration and monitoring

Auditing (billing) utilities — utilities that accumulate the actual usage of
resources by each workload over time

Advisory mode - to allow customers to monitor their workloads without
turning on active WLM controls



O |

WLM support for Hard Partitions (nPars)

When the workload in
nPar1 is busy, WLM will
deactivate CPU’s in nPar2
and activate the available
iCOD processors in nPar1.

Since the total number of
active processors on the
system has not change,
this does not incur any
costs for activation of the
iCOD processors.

nPar1 nPar2

Cell-based System

nPar1 nPar2

Cell-based System

This is a 4-cell 16-CPU server with 2
nPars — each with 2 cells.

12 active processors on the system and 4
available iCOD processors

WLM will use goal-based Service Level
Objectives to determine which nPar the 12
active processors should be running in.

Legend
@® Inactive iCOD CPU

@® ActiveCPU

When the workloads in
nPar2 get busy, WLM
can deactivate CPUs in
nPar1 and activate them
in nPar2.

This allows each nPar to
scale from 4 to 8 CPUs
depending on the status
of the workloads running
in each nPar.

nPar1 nPar2

Cell-based System

Solutions and Technology Conference & Expo
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Defined
Sets of HP-
UX
partitions
running

User \,
7

WLM /

Remote \_

WLM

& HP-UX Workload Manager
File Settings Help
[ Monitor [ Moty | Deploy |

Remote Monitoring GUI

Q) ]

invent

Ii[=] E3

Partition sets

maxfli2.rsn.hp.com

|/ configuration | cPUs | workioad groups | Service level objectives | Custom

3 madliZ.rsn.hp.com
[ OTHERS

New window |

D test!_grp

D devl_grp

User
— selected
partitions

for each

graph

—

J

S

Opens the\
graphin a
separate
window

16:02:10

16:02:15
16:02:20
16:02:25

(=] 1w =] 10
o ol T ¥ [ =} )
[} [y} [} o [¥] )
(=] =] (=] =] (=]
=] =]
= = = = i

M OTHERS CPU Shares M OTHERS CPU Usage
.tlevl_glp CFPU Usage

N

~N

messages |

displayed
here

.................................................................................................................................................................................................................................................................................................................................... N\ Graph data

Messages

Clear | maxfliz.rsnhp.com: 08027103 16:04:41 [I] fevLh G WL is in active mode.

displayed
here

| Add | | Remove

| [ |

2004
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by

invent

emote Monitoring GUI

& HP-UX Workload Manager _ |O0]
File Settings Help

Monitor

Partition sets
maxfliZ.rsn.hp.com

Service level objectives | Custom |

C rraiz.rsh.hp.com
D testl_CPUusage
New window | D devl _CPUUsage)
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HP Serviceguard

Foundation high availability clustering
Loosely-coupled cluster

Cluster interconnect

/root /root Upto 16
fusr fusr nodes
/apps /apps
I : controllers \ E_
y Each node has
its own root file
/apps system.
& data
/root /root At
Applications may
/usr g%‘;‘:’a lusr be installed once
lapps /apps  or on each node
Shared centralized or shared distributed storage )
file systems (exclusive access) or raw volumes (shared access with SGe %;/}{Q%%Qz%?
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HP Serviceguard Manager

A serious event reported in this session

Toolbar » _© 1

Refresh Clusters  Propetties

Optionz  Help

"3 screenshotNoir - ServiceGuard M anager
Menus = ¢ yiew actions

|Clusters And Zeszions

H

|AII nodes and packages in cluster star

~Cluster Sezsions

O |

invent

A package has
no failover

T -
El-{= screenshathloir zgm @
cazing & (
dance star
marningstar
svamanid
Tree ---Llnused Modes
showing
just one
Session edinburgh taipei
of one sii €
cluster ﬁ
in the
session phal kg2
| Done B os2ssem B Event
Progres% Polling is turned oﬂ*

Cluster
lock down

No

failover

j2004
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The Virtual
Server
Environment In
Action




HP Virtual Server Environment in action: |
Optimized utilization in a clustered environment "~

Serviceguard package transfers
from one node or partition to
another — for maintenance or in
case of failure

HP-UX Workload Manager
automatically reallocates
resources

Based on HP-UX 11i Mission
Critical Operating Environment

move App B to
node 2

ology Conference & Expo
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adaptive infrastructure

WLM?

WLM?

nPar 1

nPar 2

Resource management of your A

invent

2 nPars provides
 hardware fault isolation

2 vPars within each nPar provides
+ software fault isolation
+ OS version isolation

Any number of resource partitions
(one for each major application, or
group of same priority minor
applications) in each vPar
provides:

 resource isolation

WLM' automatically allocates CPU
resources as needed to resource
partitions

WLM? automatically allocates
CPUs as needed to vPars

Failover across nPar boundary
(indicated by @) provides

» HA for both hardware and
software faults

« WLM will ﬁ%ﬁﬁ oy

u pon fa| IO nons and Techno\ogy Conference & Expo
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The Next
(Generation

Introduction to
the Global
Workload
Manager (QWLM)




gWLM Vision )

invent

gWLM enables utility computing by supporting centralized

resource-sharing policies (definition, enforcement and monitoring)
on HP servers.

The gWLM Design Center

Across different Superdome 1 Superdomes 2 thru 6

partitio Ni ng and 8 Singlecell NPars 8 Cells, 32 CPU, 64 8 Cells, 32 CPU, 64 Gig 4 Single-cell NPars
virtualization approaches

« For fault isolation, we try to
only run 1 production - g = g (2 vPars each)
workload per NPar. Ll e | (e ]

Each NPar: 1 Cell

Across multiple systems — ,
« 8 Gig Mem

datacenter wide o vpas
Supporting different (38

1 Gig Gig Enet

. 1Gig .FC (to SAN) e = M= =
operating systems (HP- = e
UX, Linux, Win)

dual-cell NPars

(8 vPars currently)

1Gig Eg 2:0 2::; - 1Gig 1Gig/  |Gig Enet
- 2 = = 1 Gig 1 Gig Gig Enet
sEE[=EE e
For scale up and scale out [JRE=TE= \'_gf == ) [ Gig 1 ig [FC (o SA)
Utl | |t|es + 4 Gig Mem — — Oracle vPars :
« 2 Gig enet What’s running: « 2 CPUs, 8 Gig Mem
«2FC * Lots of 3tier apps. Thedatabse for these is usually very small. * 20 Oracle Instances

* Lots of Oracle, SAS WebLogic Server. Somelxos, some SAP » 350 Meg / inst.
+ Looking at consolidatingSAS to save software licensing costs

- Simplicity through pre-defined policies, central management, ease of use
- Increased agility by dynamically allocating server resources on-the-fly to meet custerxfr's

' /
cha.nglr]g demg-nds . - L HP WORLD 2004
- Delivering additional value by enabling more efficient utilization of shared s&rvers™ ="
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Ease of Use

Easy to understand & configure
Discovery of the infrastructure

Out of the box support for most common use cases
Fixed, OwnBorrow, Utilization Policies
Easier to understand how much CPU each workload will get

Ul to visualize what it's doing and why
Configuration Wizard

Quick time-to-value
Factory supplied policies
Canned reports

Easy to manage very large numbers of workloads
A single policy can be applied to a large number of workloads
Most sites will only need a handful of policies

Role-based access allows Sr. staff to define policies and other sys
admins can apply and monitor them e 33200

and Technology Conference & Expo
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Dynamism with Confidence

Features to help you ensure that the tool is configured as
planned and will behave as expected

Advisory mode

Realtime Reporting

Historical reports

Help application owners trust dynamism

CPU resources can be guaranteed
Fixed Policy
OwnBorrow (PolicyMin,owned)
Utilization (PolicyMin)
Audit reports to prove each workload got what was guaranteed

/
HP,WOR DZOQgt
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gWLM Out of the Box Policies

OwnBorrow
Specify minimum, maximum and “owned” resources

gWLM will ensure there is enough resource to satisfy
all workloads at the “owned” level

Workloads can share unused resources, but are
guaranteed access to the owned amount if needed

Fixed

Specify a fixed amount of resource for this workload
No sharing will be allowed

Utilization
Specify minimum, maximum and a utilization target

If actual utilization is higher than target, policy will

request more, if below target policy will request II{%%%RLDZOO y

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn



I gWLM Canned Reports S

Troubleshoot a poorly performing workload
Get periodic capacity and performance report

Produce a resource audit report for internal
customers

Police my internal customers — identify
resource hogs

Find capacity for a new workload
Right-size a workload’s entitlement

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn



3 HP Systems Insight Manager - Microsoft Internet Explorer provided by Hewlett-Packard

File:

Integrated with |

Edit  Wiew Fawvorites

Tools

Help

¥ [@ @ O search FeFavorites @ Meda @ (- B B

L3

HP Systems |&
Insight Manager
D)

invent

Task oriented s

graphical user ]

interface Advanced Search

System
L+ +X- ]

Status Owerview

All Systems
EaCh Shared All Events

environment is a\UIEiES
stem Lists
Shared @ Systems by Type
Resource Serdlen
Domain

Al Bwgerars
All ClieMde
All MetworNpg Device
All Printers
All ManagermenNCroc
All Racks
All Enclosures
& Systems by Status
@ Systems by Operating
@ Clusters by Type
@ Clusters by Status
@ System Functionsg
Event Lists
@ Events by S€verity
Impogafit Events
AYEvents
rmportant Uncleared

Multiple shared
resource
domains can be
managed from
the central
management
station

gin Events

4

Legend
@ = Criticalf = Mormal
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Assign a policy to each default workload

The wizard has created default workloads, one for each container
being managed. Modify workload names or policy (defined below)

assignments if desired.
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gWLM — utilization monitoring

i HP Systems Insight Manager - Microsoft Internet Explorer provided by Hewlett-Packard
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gWLM Demo
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I The Demo Scenario

IT manages a server utility with 20 servers each
set up with 3 vPars

They offer the infrastructure as a managed
service to their business units

They want to increase utilization so they are
allowing the sharing of unused resources by the
workloads on each server

Each workload owns a certain number of CPUs
and that is how the business units are charged
for the service

P
HP, WORIDZOM
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I The Demo System

3 vPar-based Workloads on an 8 CPU
server
A Production Sales Application
Owns 3 CPUs — Max 6
A Production Finance Application
Owns 4 CPUs — Max 6

A Dev/Test Environment
Owns 1 CPU - Max 6

We will show 2 demos:
Configuring gWLM to manage these workloads

Monitoring gWLM'’s allocation of CPUs as the qu%%zm
the applications changes U
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Getting Started
with Workload

Manager




I Obijectives o

Learn to:

Set up initial configuration using the Configuration
Wizard

Use wimd to enable WLM
Monitor WLM

ooooooooooooooooooooooooooooooooooo
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I WLM Configuration Wizard o

The Configuration Wizard is useful for creating an
initial WLM configuration if you prefer not working
directly with the configuration file

Any editing done to the initial configuration

produced by the wizard can be done manually or
with the WLM GUI

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn



Starting the Configuration Wizard

# /opt/wlm/bin/wlmcw

1% HP-UX WLM Configuration Wizard o i

For proper setting of values needed later, the

WLM wizard heeds to know the maximum number of
CPUs the machine or partition can have. Please
confirm or edit:

11 |

| OK H Cancel ‘

[X HP-UX WLM Configuration Wizard
Welcome to HP-UX WLM Configuration Wizard

-

lp

invent

=10l x]

This wizard helps you rapidly create an initial Wl configuration. In this

configuration, you:
- Define workload groups, or groups of processes, that share resources
- Define 5LOs (Service Level Objectives) for each workload group
- Assign users to workload groups and set tunables for the configuration

The wizard supports the following YW features:
- Fixed CPU allocations
- CPU usage efficiency
- CPU shares per metric
- Metric-based objectives
- PSET workload groups
- Conditional 5L0Os
- Some global tunahles
- Assignment of primary hast

For information on additional WM features not available in the wizard, see the
‘Addditional WLWM Features' section of the wizard help.

This wizard guides you through a complete workload group definition. You can then
wou can define multiple SLOs. After creating all the waorkload groups, you can assign
valugs and you can specify if the configuration will be used as part of a dynamic

partition setup.
Finally, wou can wiew the configuration and sawe it to a file.

define additional workload groups or edit/delete existing warkload groups. Faor each workload group

users to those workload groups. You can set some of the maost camman global tunakble

1

OK | || Cancel

A AR VYN JANLILS iUV I
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I Configuration Wizard steps

W=

B

O N O

nnnnnn

Define the Workload Group

Define SLO

Define additional or Edit/Delete existing workload
groups or Commit current workload group

Define Additional or Edit/Delete Existing Workload
Group

Assign Users

Set Global Tunables

Set Primary Host

View and Save Configuration

/ ,
HP, WORLD2004
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Specifying workload groups

nnnnnn

There are two types of workload groups: FSS and PSET

CPUs available for

use by FSS groups \

16 CPU Muli-processor system

Two processor

~ sets each with

four CPUs

=\

P
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Reserved workload groups

PRM SYS (ID 0)
Default workload group for system processes

Can automatically use up to 50% CPU

The CPU cycles that PRM_SYS doesn’t use make up the 100% that is
divided among workload groups according to their allocations

PRM SYS is created automatically but can be explicitly defined in the
WLM configuration file

OTHERS (ID 1)
Default workload group for non-system processes
Receives any leftover CPU resources by default
Created automatically but can be explicitly defined

Must be defined in the WLM configuration file if memory or disk
bandwidth allocations are specified



Defining the workload group

¥ HP-UX WLM Configuration Wizard

1. Define Workload Group
i1 Identify

i} Assign Executables

2. Define 3LO

3. Define Additional or
Edit/Delete Existing
SLO or Commit Current
Workload Group

4. Define Additional ar
Edit/Delete Existing
Workload Group

5. Assign Users

6. Set Global Tunables

7. Set Primary Host

8. view and Save
Configuration

=10 x|

1|/ 1dentify Workload Group

“| Mame your workload group. Use no more than eight characters for
‘| proper display while using 'ps [-P] [-R <workload_group_names|'

/| Check whether this workload group is for an Oracle database

| server process.

‘| Check whether this workload group will run in a PSET-based group.

Workload Group Name

by

invent

X/ HP-UX WLM Configurationwizard =loi x|
{| Assign Executables (Optional)
1. Define Workioad Group || A9Sion an executable to your workioad group by typing its full
Is this workload group for an: i Identi path or by using the Browse button, followed by selecting
the Add buttan.
[C] Oracle Database Server
2. Define 5LO
3. Define Additional or
Should this workload group be based on a PSET? EditDelete Existing Ereriieplc fath
SLO or Commit Current
Yes Joptidatabasefprom Browse...
= waorkload Group E e | Q
4. Define Additional or
Edit‘Delete Existing
waorkload Group
Help | | < Back 0] Next: Joptiprogram/dtbs
5. Assign Users
warkload Group Name: <undefineds
6. Set Global Tunables
Add
7. Set Primary Host
Remove
8. view and Save
Configuration
Help N < Back || Next > || Cancel
| warkioad Group Name: grp2
A AL YV JANLILAJ UV I
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2
Defining the SLO

¥ HP-UX WLM Configuration Wizard

: Prioritize the SLO

1. Define Warkload Group /| Set a priority for this SLO.
5| Assign a higher priority (closer to 1) to more critical
2. Define 5LO SL0s.

i) Tt i

=101.x]

iy Configure CPU :
Allocation/Control |  sLO Name
iy Set Condition i

grp2_slo
3. Define Additional or

Edit'Delete Existing
SLO or Commit Current
Wiorkload Group

4. Define Additional or
Edit‘Delete Existing
Workload Group

5. Assign Users Low{100) High(1) 1 Reset

6. 5et Global Tunables

SLO Priority

7. 5et Primary Host

. Wiew and Save
Configuration

Help | < Back || Next > || Cancel |

workload Group Mame: grp2

HP, WORDZOM
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I Non-Metric Based CPU allocation [@
(1/2)

Fixed Allocation:
Has explicit allocation request
No goal is specified

CPU usage:
Usage goals specify a CPU utilization range

Has maximum and minimum CPU request
bounds

WLM internally tracks the workload group’s
actual CPU usage versus its CPU allocation

Useful when you want to automatically size the
allocation based on what a workload needs

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn



Non-Metric Based CPU allocation

(2/2)

% HP-UX WLM Configuration Wizard

1. Define Workload Group

2. Define 5LO
i1 ldentifty and
Priaritize
iy Configure C

Allocation

iy Set Condition

3. Define Additional or
Edit/Delete Existing
SLO or Commit Current
Warkload Group

4. Define Additional aor
Edit‘Delete Existing
Warkload Group

5. Assign Users

6. Set Global Tunables

7. Set Primary Host

g. View and Save
Configuration

O |

invent

i =101 x|

: Choose CPU Allecation/Control Policy
5| First decide whether you want a metric based or non-metric
¢ hased CPU allocatinn/control policy . After that select &

/| specific allocation or contral policy.

#' Non-Metric Based
% Fixed Allocation
i: CPU Usage

i1 Metric Based
#: Shares per Metric

1 Metric Goal

‘ Help ‘ | < Back | ‘ 'Next> ‘ | Cancel

| Workload Group MName: grp2

Friority: 1

| 5LO Name: grp2_slo

/
HP, WOR‘IDZOM
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I Metric Based CPU allocation (1/2)

Shares per Metric

Specifies how many CPU shares a workload group
gets per some metric

The CPU shares value is later multiplied by the metric
to determine the workload group’s allocation

Metric Goal

Specifies a metric for the workload group and some
value that the metric should be less than or greater
than

WLM then manages the workload group’s CPU
allocation to keep the metric less than or greater than
the value

"\

P
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Metric Based CPU allocation (2/2)

=101 x|

% HP-UX WLM Configuration Wizard

q
3
1. Define Workload Group

2. Define SLO
i) Identity and
Priaritize

CPU Allocation: Metric Goal

:| choose/Create a metric and specify the type of comparison.
2| Then specify a number against which the metric

walue will be compared. WL will try to allocate CPU
5o that the comparison expression stays true.

iy Configure CRL
AllocationdContral
E) ic Goal
) CPU Limits
i} Set Condition

3. Define Additional or
Edit‘Delete Existing
SLO or Commit Current
Workload Group

4. Define Additional ar
Edit/Delete Existing
workload Group

5. Assign Users
6. Set Global Tunables

7. 3et Primary Host

Selected Metric Name

| selectMetric...

Type of Comparison

8. View and Save

# Less than ' Greater than
Comparison Value
Help | | < Back | | | Nex

Configuration

A wWorkload Group Mame: grp2

| 8LO Name: grpz_slo

Priority: 1

1. Define Workload Group

2. Define SLO
i} Identify and
Priaritize
ity Configure CPU
Allocation/Control

b} CPU Limits
i} Set Condition

3. Define Additional or
Edit/Delete Existing
SLO or Cammit Current
Wyorkload Group

4. Define Additional or
Edit/Delete Existing
Wyorkload Group

5. Assign Users

6. Set Global Tunables

7. Set Primary Host

8. Wiew and Save
Configuration

by

invent

=101 x|
{| CPU Allocation: Shares per Metric
:| select a metric on which to base the workload group's allocation.
:| Then, specify a number af shares for the warkioad group to
request per unit metric.
Selected Metric Name
|| select Metric
Number of Shares per Metric
Plus (optional)
Help | <Back | Next > || cancel |
A workioad Group Name: grp2
i sLO Mame: grp2_slo Priority: 1 04

SomtUIS GG TCunoogy grmerenioe o EXpo
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Metric Sub-wizard

0 Metric Sub-Wizard

O |

invent

=10l x|

Metric: Select or Create

Select a metric from the list or create a new one. Once created,
the metric will anly be available for the current session of the wizard.

¥] Create a hew metric

Select an existing metric

count_timeA
num_procs

Yiew Metric

Help < Back 'Next >

Cancel

/ )
HP, WORLD’2004
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Specifying the metric

=

New Metric: Name and Source
Provide a name for the new metric and select its source.

Metric Name [resp_fime

Metric Source

i1 GlancePlus
' Qracle

# Command Output

|
¥ Metric Sub-Wizard il

New Metric: Specify Command Providing Output

Enter the full path and arguments (if amy) of the executable or command
that will send metric values to the standard output.

Specify arguments as you would on the command line.

O |

invent

=101

Help

Next >

Command Path

/optloopiperfloop2_wimsend. pl

Arguments

Browse...

Help N < Back

Finish

R Cancel |

HP, WORLD2004
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Specifying a condition or QO]
Serviceguard package

126 HP-UX WLM Configuration Wizard il =10 x|

: Specify Condition or ServiceGuard Package {Optional)
1. Define Waorkload Group Type a condition string (click Help to see examples).
i If configuring WLK for a Serviceguard cluster, select a

2 Define SLO Serviceguard package that must be active on the system for
i) Identify and o| WM to grant CPU resources to the warkload group. If no packages
Phiniritiee are listed, wiew the Help.
iiy Configure CPU 3 -
Allocation/Control Condition String

Mo - Fri

3. Define Additional or
Edit/Delete Existing
SLO or Commit Current
workload Group

4. Define Additional or
Edit'Delete Existing
Wiorkload Group

5. Assign Users Selact a Serviceguard Package

B R o s

on
E\;.-... e T T T D D D D D D T

pkg1
6. 3et Global Tunables
pky2
7. Set Primary Host
8. View and Save piig
Configuration :
| Help | ‘ < Back ‘ | Next > | ‘ cancel ‘

| Workload Group MName: grp2
| 5LO Name: grpZ_sla Priarity: 1

/
HP, WOR‘IDZOO4
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Add / Edit / Delete Workloads

[%1 HP-UX WLM Configuration Wizard 10| x|
: Next Action
1. Define Yarkload +| vou have successfully created a new workload.
:| Choose one of the options below.
2. Configure CPLU '
Allocation/Control
3. Define Additional or
Edit/Delete Existing )
Workload i Add Another Workload
: ' Edit'Delete Existing Workloads
4. Assign Users : T TV v -
: ‘#' Proceed to Next Step
4. wiew and Save
Configuration
_ Help N < Back | Next > N cancel |
Last Waorkload Name: wkidfoos
|| Status: Existing Ve )
HP, WORLD2004
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Assigning users to workloads

¥ HP-UZ WLM Configuration Wizard B

1. Defing Warkload Group
2. Define 5LO

3. Define Additional or
Edit/Delete Existing
SLO or Commit Current
warkload Group

4. Define Additional or
Edit'Delete Existing
Wiorkload Group

6. Set Slobal Tunables
7. Set Primary Host

8. Yiew and Save
Configuration

¢
k

O |

invent

= 10| x|
Assign Users to a Workload Group (Optional)
2| Optionally assign users or netgroups to workload groups. If a
user is not assigned to any workload group, the user is assigned
| to the default warkload group.
Specify a netgroup with a "+ before the netgroup name.
Workload Group Name grp2 v
[ x warning x|

Invalid user:

'bob' 4

Add anyway?

ves || No |
Add
Remove

: Help || < Back || Next > || Cancel |
Last workload Group Name: grpz

/
HP, WOREZOM
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Adding global tunables

% HP-UX WLM Configuration Wizard : o ] [
Assigh Values to Global Tunables (Optional)
1. Define Workioad Graup Optionally assign values to global tunables .

2. Define SLO

3. Define Additional or
Edit‘Delete Existing
SLO or Commit Current
Workload Group

Excess CPU goes to user-defined groups (distribute excess)?

1 Yes * No
4. Define Additional or
Edit/'Delete Existing :
Workload Graup | Remove groups with no active SLOs (transient_groups)?
5. Assign Users O Yes @ No

5. Set Global Tunahles

Frequency (seconcs) of resource adjustments (wim_interval)

B[~

7. 5et Primary Host

g, Wiew and Save
Configuration

Reset to Default

Help ‘ | < Back ‘ | Next> ‘ | Cancel ‘

Last workload Group Marme: grp2

P
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Specifying the primary host

% HP-UX WLM Configuration Wizard [

1. Define Warkload Group

2. Define SLO

3. Define Additional or
Edit'Delete Existing
SLO or Commit Current
Workload Group

4. Define Additional or
Edit'Delete Existing
Workload Group

3. Assign Lsers

6. Set Global Tunables

7. Set Primary Hosi]

8. view and Save
Configuration

1
k

O |

invent

=10l x|

Set Primary Host (Optional)

:| Optianally specify a primary host name for a dynamic

| partition configuration.

| The primary haost is the partition where the WLM global
| arhiter runs.

will this configuration be part of a dynamic partition setup?

' Yes s Mo

If yes, enter primary host name

Help | ‘ < Back ‘ | Next> | ‘

Cancel ‘

Last Workload Group Marme: grp2

yvy vJOR;DZOO4
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Viewing/Saving th fi i
"% HP-UX WLM Configuration Wizard B =13l =l
Configuration Syntax
T _ — &
24 #5L0 (Service-Level Objective) structure
25 #
26  slogrp2_slo{
27 # Priarity of this SLO
28 pri=1;
29 # The workload group this SLO applies to
30 entity = PRM group grp2;
a # REqUESt no less than mincpu of available shares.
32 mincpu = 15 7% HP-UX WLM Configuration Wizard N P [ ] 4
33 # Grant no more than maxcpu shares far this SLO. [ | Finish Wizard Session
34 maxcpu = 85, ._ i )
35 # Allocate available CPU shares according to rule. 1. Define Workload | Press the Back button if you want to go back and modify
6 cpushares = 5 total per metric active_dbs: || the configuration. o _
37 # This SLO in effect only if condition is satisfied. 2. Configure CPU § BresseRinish oo encniswizardisession,
38 condition = Man-Fri; Allocation/Control
ECI
40 3. Define Additional or
4 o# Edit/Delete Existing —
42 #S5L0 (Service-Level Objective) structure Workload ¥ou have successfully created a WM configuration file.
— Yau can naw:
Non-Fatal Warning(s) - Asslgn Users derhe newcontguratons.
wim: Application record executable "foptpragram/dhs® not found. Madify pathname 5-8"9‘;‘f a”dt_sa\"e EHLII=: wzarg
Rt Once waou exit, log in as root to activate your configuration
with the following command:

#wimd -a <filenames
To stop WLM, enter the caommand:
# wimd -k

For more information on HP-UX WL, see the wim(5) man page.

Help | ] < Back | Finish il Cancel |

Last Warkload Name: wkidfood
A|| Status: Existing

HP, WOKLD2004
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[X] WLM Configuration Wizard Help )

[

<> &5

O |

invent

=10 %]

M Configuration Wizard H(~| -
WLM Concepts B
Define Workload |
Configure CPU Allocation/{ |
[} Choose CPU Allocation; ||
[ CPU Allocation: Fixed E| ||

Bl A

[} CPU Allocation: Shares |
[} CPU Allocation: Service ||
[} CPU Control: Limits ¢
[ Identify ServiceGuard F
1 Metrics 1k
Define Additional or EditD ||
Assign Users
View and Save Configurati |
[y save Configuration |
Finish
[} Finish
WLM Terminelogy (Glossa
Additional WLM Features
iaurati

|| LM concepts |

Finish

| W1 M terminology |

||| You have created your workloads and saved your
o| configuration. *'ou can now:

« Select the Back button
0 back and create a completely new configuration
ar simply make adjustments to wour current
configuration for slightly different situations

& Select the Finish button
Exit this wizard

After wou exit, wou can:

o Yerfy your configuration it desired
Werfy your configuration as follows:

1. Login as root

= VOREZOM

Solution‘s and Technology Conference & Expo

82



Completing the Wizard Session

%1 HP-UX WILM Configuration Wizard

1. Define Warkload Group

2. Define SLO

3. Define Additional or
Edit'Delete Existing
SLO or Commit Current
Workload Group

4. Define Additional or
Edit'Delete Existing
Workload Group

5. Assign Users

6. Set Global Tunables

7. Set Primary Host

B Wiew and Save
Configuration

1
k

O |
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=10l x|

Finish Wizar¢ Session

Press the Back button if wou want to go back and modify
| the configuration.
:| Press the Finish buttan to end this wizard session.

¥ou hawe successtully created a Wk configuration file.
YOU Can now
- Go back and edit the current configuration to
derive new configurations
- Exit this wizard

once you ext, log in as root to activate your configuration
with the following command:

# wlmd -a =filename:=
To stop WLM, enter the command:
# wimd -k

For more information on HP-LE WL, see the wim(S) man page.

Help || < Back N Finish ||

Cancel |

Last Workload Group Mame: grp2

Tir, v JOR—IDZOO4

Solution‘s and Technology Conference & Expo

83



I wlmd command

The wlmd command allows you to:
Activate a configuration

Validate a configuration file without altering the
current configuration

Specify wlmd logging options

nnnnnn
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I wlmd Ssyntax

wlmd has the following syntax and valid option
combinations:

wlmd -h

wlmd -V

wlmd [-p] [-t] [-1] [-W] -A [-1
logoption[=n]I[,..]11]

wlmd [-p] [-t] [-1i] [-W] -a configfile [-1
logoption[=n]I,..]11]

wlmd [-W] -c configfile

wlmd -C

wlmd -k

a
L2174, R@%ﬂ‘&ﬁ
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WLM in passive mode

WLM provides a passive mode that allows you to
see how WLM will approximately respond to a
given configuration without putting WLM in charge
of your system’s resources.

wlmd —-p -a configfile

Check that you configuration will behave as
expected with minimal effect on your system.

Possible uses for passive mode:
How does a condition statement work?
How does a cpushares statement work?
How do my goal work? |s my goal set up correctly?
How does a usage goal work?

Is my global configuration file set up as | wanted? If | used g Ioba%
arbitration on my production system, what might happenﬁp\;}aﬁm 004
CPU |ayout’? ooooooooooooooooooooooooooooooooooo



Monitoring WLM with the wlminfo [/}
command

wlminfo provides various WLM data, with
reports focusing on SLOs, metrics, or workload
groups.

The command has both a command-line and
graphical interface.

«1he command syntax is below:

wlminfo -V

wlminfo -1

wlminfo slo [-s slo] [-g grp] [-m met] [-1] [-o] [-v] [-b {0 | 1}]
wlminfo metric [-m met] [-1l] [-o] [-b {0 | 1}]

wlminfo group [-g grp] [-1] [-o] [-b {0 | 1}]

wlminfo host [-1] [-o0] [-b {0 | 1}]

wlminfo par [-h host] [-1] [-o] [-b {0 | 1}]

P
HP, WORIDZOM
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wlminfo command-line interface

# /opt/wlm/bin/wlminfo slo

Wed Apr 16 10:53:14 2003

SLO Name Group Pri Req Shares State Concern
slo2 g2 1 30 30 FAIL Max
slo3 g3 1 20.5 21 PASS

# /opt/wlm/bin/wlminfo group

Wed Apr 16 10:56:14 2003

Workload Group PRMID CPU Shares CPU Util Mem Shares State

OTHERS 1 50.00 0.00 0.00 ON
wkldfooA 2 30.00 15.55 0.00 ON
wkldfooB 3 20.00 5.00 0.00 ON

# /opt/wlm/bin/wlminfo metric
Wed Apr 16 10:56:14 2003

Metric Name PID State Value

count_time2 11337 NEW  4.000000 HP V(fOR_IDZOM

count_t ime3 11338 NEW 4.000000 Solutions and Technology Conference & Expo
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wlmgui and wlmcomd

The WLM graphical user interface, wlmgui, can be used
on any system that has WLM installed or has the
WLMUtilities bundle installed.

In addition to monitoring, wlmgui can also be used to
create, edit and deploy configurations.

The wlmcomd daemon provides support for wlmgui
allowing local and remote access to the system.

As a security measure, wlmcomd must be explicitly
started:

# /opt/wlm/bin/wlmcomd

You can also start wlmcomd at boot time by editing the

/etc/rc.config.d/wim file. ‘-\
HP,WORLD 2004
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Remote GUI Architecture

‘ wlm remote gui |

‘ wlimcomd \ ‘ wimcomd \ ‘ wlimcomd \ ‘ wimcomd \
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Monitoring WLM with wlmgui

wlmgui has five views for monitoring:
Configuration, CPUs, Workload Groups, Service Levels,
Custom

To invoke the GUI, use the -i option to wlminfo Or
the wlmgui command:

# /opt/wlm/bin/wlminfo -i
# /opt/wlm/bin/wlmgui

To perform remote management of a WLM-controlled
system:
HP-UX workstation or server
Install the WLMUltilities bundle
Invoke wlmgui
Microsoft Windows N
HP,WORLD2004

Install the utility using the setup.exe file =&t~ s e
Invaoke throiiah the menii: o7
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Starting wlmgui monitoring

&HP—UX Workload Manager il ] ;lglil

File Settings Help

Partition sets |

dd partition set =]

Enter all the systems that are in a partition set.

B Hostname = | |

Port = |
B Login= | |
B Password = |

Primary host [_|

M denotes a required field

| Add host | ‘ Clear ‘
Hosthame | Fort | Lagin | FPassward |Priman.rh|:|st|
zerver! my.... 9692 roat [r ]
| Load partitions | | Remowve |
‘ OK | | Cancel | | Help |
E
 add | | Remove | | Load | | save | | mew |

/
HP, WOR‘IDZOM
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wlmgui monitoring views:
Configuration

;ﬂ.g HP-UX Workload Manager
File Settings Help

=1oi x|

Partition sets
server1.my.domain.com

Configuration

D Global tunables
[y wiorkload groups
D Service-level objectives

Eser\rer‘l.my.dumain.com =

|}

| prm{

| 5o grpa_sia {

wilm_interval = 10;
distribute_excess=1,;

graups = OTHERS : 1,
orpAs 2,
arpE : 3,
arpc 4,

waight=grpA; 2,
arpB : 1,
arpc 1,

pri=1,

entity = PRM group arp#,
cpushares = 20.0 total;
mincpu =10,

maxcpu = 80,

-

by

invent

=10l

sonfiguration

1 semer! my damain.com
[y Global tunables
D Warkload groups
D Service-level ohjectives

grph_slo
:|arpB_slo
grpC_slo

grpB_slo configuration

slo grpB_slo{

pri=2;

entity = PRM group arpB;
cpushares = 20.0 total,
mincpu=10;

maxcpu = 80;

Messages

Clear ||

B

| add | | Remove |

| Load |

| sae | | Hew |

HPWORLD2004
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wlmgui monitoring views: [
Workload groups

% HP-UX Workload Manager i ;IEIEI
File Settings Help

Partition sets
senver 1.ny.domain.com

Workload groups

[ server! my.domain.com
[} OTHERS

Hew window ‘ Y arpa

[ ok

[ arpc

[0 ahs. Max CPU
el b i e S ¥ CPU Shares
; ¥ CPU Usage

% CPL
2

17:02:30 L\

17:00:30
17:02:00
17:03:00
17:03:30
17:04:00
17:04:30
17:05:00
17:05:30
17:0&:00
17:06:30
17:07:00

17:01:00
17:01:30

M grp& CPU Shares B grpA CPU Usage ™ gpB CPU Shares grpB CPU Usage grpc CPU Shares
= grpc CPU Usage OTHERS CPU Shares OTHERS CPU Usage

|/
HP, WOR‘IDZOM
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wlmgui monitoring views:

Service-level objectives

& HP-UX Workload Manager

O |

invent

=10 %]

File Settings Help

Monitor

Partition sets = CPL ‘Workload gra | Sernvice-level ohjectives m
server 1.my.domain.com = —_ -
] server Ty .domain.com
Dgrpﬂ_sln
= | |
New window ‘ D-lgrpEl_sln;
Dgrpc_sln
...... : ::II:I//-
s
=
= 50
gzﬁ /
H 1
100
:JTE
o
& 50
- i
25
a
&% = § & 8§ = & ®m ¥ @& 8 = & @ F @ B
o o o o — — — = ) T (o} (o} (o} (o} (a} (w'} m
a =] 2 a a =] a =] =] =] =] =] =] =] =] =] a
= - - - R I R
B _cruU_grpB Metric M grpE_slo low ™ grpB_slo high ™ grpB CPU Shares grpB GPU Usage
-] grpB Abs. Min CPU grpB Abs. Max CPU
| Add ‘ | Remove | | Load ‘ | Save | | Help |

/
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wlmgui monitoring views:

Custom

% HP-UX Workload Manager N

File Settings Help

O |

invent

=10l x|

Partition sets
senver 1.my.domain.com

Custom

Update view |

Hew window |

D grpdslo [owy
D grpB_slo low
[ arpa_slo high
D grpB_sla high
@ [ Metrics
[ _CcPU_grpE Metric

™% Ol cend bdatein

75
w |
= |
m 50 i
= I
1
|
|
25 .:
U5 o0 oo o o o o o @ oo oo o oo oo o oo g
o m g m o m g m g mg oo M g om0 mog n gm0
o o — = © © m m T T W oW oo o ~ ~ O O @ @& O O =
o o o o o o o 9o o g g g o o g g o o oo & T o
T N e T T e
- - - = = = = = = = = ¥ = = © © = = = = = = =&
|.grpEI_sIoIc-w .grpEI_sIohigh B _cPU_apB Metric grpB CPU Shares grpB CPU Usage
|Add‘ |Remwe| |Luad‘ |Sa'q.-'e| |Help|
e e e

|
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Changing graph view preferences

& HP-UX Workload Manager
File Settings Help

e =10l x|

Partition sets

CPU Workload groups
shed.rsn.hp.com —
] shed.rsn.hp.corm
[y 0THERS
Hew window | |__"’] fss_group_2
D fss_group_3
70 Al
@ &g ® Most recent
413 .
SR Hours (0-167)  Minutes (0-59)
=
= = A
L | oo | 1o
o
‘ 0K || Cancel H Apply ‘
20
10
uD (=] (=] o E (] E E (] o E (] (] (] o (=] 9 D D (]
o - o @o § w g - o @ ¥ W g T« o @ ¥ b o =
= = s = i = o o o %] Ix] %] ] ] ] [yl (] (] = =
T
|.OTHEF~!S CPU Shares M OTHERS CPU Usage |
(= = | [ |
| add | | Remove | | Load | | save | | Hew |

O |

invent

/
HP WOR‘IDZOO4

Solutions and Technology Conference & Expo

103



Saving partition sets

&% HP-UX Workload Manager _Hin

File Settings Help

=10l x|

Partition sets
server1.my.domain.com

! Configuration

erver3.my.domain.com

§§ semver] my.domain.com :
§§ server? my.domain.cam B

tune§

wlm_interval = 10,
distribute excess=1;

Save In: | 1 PartitionSets

MEEIENENEES

D mysenver3_partset.xml

File Name: |allmvsewers_partset

Files of Type: ‘ XML Files (*.xml)

- |

| Save H Cancel |

X

rsispin

O |

invent

/
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Loading a saved partition set Q) |
definition

% HP-UX Workload Manager 1 ;IEIEI
File Settings Help

Partition sets

Load partition sets ) x|

Select a partition set to start monitoring.

: [Select a partition set vj

|server 1.my.domain.com
:[server3.my.domain.com

| Monitor | | Remove ‘

‘ 0K ‘ ‘ Cancel | | Help |

add | | Remove | | Load | | save | | Hep |

e )
HP, WORLD’2004

Solutions and Technology Conference & Expo

105



! o
Reconfiguring WLM |

To fine-tune an existing configuration, follow these
steps:

Edit the WLM configuration file

(Optional) Activate the configuration in passive
mode

Activate the configuration

It is not necessary to shut WLM down before

activating a new configuration. Each of these
steps can be done via the command line or ~
Solutiors and Techno\og%!—%)fere%eo&o&g

wlmgui. s



I Setting WLM to start automatically at [
reooot

For WLM to start automatically at reboot, set the
WLM ENABLE variable in the file

/etc/rc.config.d/wim to 1:
WLM ENABLE=1

When started at reboot, WLM by default uses the
most recently activated configuration file

To active a specific configuration at reboot, edit
the following line in the /etc/rc.config.d/wim file:

WLM_ STARTUP_SILOFILE=“configfile”

where configfile is the configuration file to ~
use at reboot HP WORLD 2004
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I Example configuration

Look at the example configuration in your notes.
It consists of three workload groups and three
SLOs.

ooooooooooooooooooooooooooooooooooo
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