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Should you be here?Should you be here?

❂❂ Stay if:Stay if:
•• Mostly use SAMMostly use SAM
•• New to HP-UXNew to HP-UX
•• New to LVMNew to LVM
•• Want LVM refresherWant LVM refresher
•• New to JFS or New to JFS or OnLineOnLine

JFSJFS

❂❂ Attend anotherAttend another
session if:session if:

•• Attended the HP LVM &Attended the HP LVM &
Mirroring ClassMirroring Class

•• Mostly use theMostly use the
command line andcommand line and
understand what theunderstand what the
commands are doingcommands are doing

•• Attended this sessionAttended this session
at previous at previous InterworksInterworks
or or HPWorldHPWorld



Updates since printingUpdates since printing
❂ NEW SLIDE❂❂ NEW SLIDENEW SLIDE

❂ UPDATED❂❂ UPDATEDUPDATED



AgendaAgenda

❂❂ HardwareHardware
❂❂ Device FilesDevice Files

•• Major/Minor #sMajor/Minor #s

❂❂ LVMLVM
•• Physical VolumePhysical Volume
•• ExtentsExtents
•• Volume GroupVolume Group
•• Logical VolumeLogical Volume

❂❂ Striped LVStriped LV
❂❂ JFSJFS
❂❂ Other LVM TasksOther LVM Tasks

❂❂ Root diskRoot disk
❂❂ MirroringMirroring
❂❂ Hot SpareHot Spare
❂❂ OnLine OnLine JFSJFS
❂❂ AutoRAIDAutoRAID
❂❂ XP256XP256
❂❂ Appendix A: Appendix A: ACLsACLs
❂❂ Appendix B: OracleAppendix B: Oracle
❂❂ Appendix C: MC/SGAppendix C: MC/SG



Determine your systemDetermine your system
hardwarehardware

❂❂ What disks do you have and what kind are they?What disks do you have and what kind are they?
❂❂ Hardware pathsHardware paths



Show device files associatedShow device files associated
with each devicewith each device



Information on physical diskInformation on physical disk
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SCSI PrioritySCSI Priority

❂❂ 7 - Highest7 - Highest
❂❂ 66
❂❂ 55
❂❂ 44
❂❂ 33
❂❂ 22
❂❂ 11
❂❂ 00

❂❂ 1515
❂❂ 1414
❂❂ 1313
❂❂ 1212
❂❂ 1111
❂❂ 1010
❂❂ 99
❂❂ 8 - Lowest8 - Lowest



Device FilesDevice Files



Device file creationDevice file creation

❂❂ All hardware is probed as one of the manyAll hardware is probed as one of the many
system initialization tasks during systemsystem initialization tasks during system
bootboot

❂❂ Each auto-configurable device must beEach auto-configurable device must be
bound to a driverbound to a driver

❂❂ Device files are automatically createdDevice files are automatically created
during the reboot process (10x+)during the reboot process (10x+)

❂❂ Instance # are assigned in the order inInstance # are assigned in the order in
which cards are bound to driverswhich cards are bound to drivers



Device Files - DISKSDevice Files - DISKS

❂❂ Block (device file class) - bBlock (device file class) - b
❂❂ Raw or character (device file class) - cRaw or character (device file class) - c



Block Block vsvs. character devices. character devices

❂❂ BLOCKBLOCK
•• Transfer data usingTransfer data using

system bufferssystem buffers
•• Want to treat theWant to treat the

device as a file systemdevice as a file system
–– Tape drivesTape drives
–– DisksDisks

❂❂ CHARACTERCHARACTER
•• Transfer data oneTransfer data one

character at a timecharacter at a time
•• Buffering controlled byBuffering controlled by

applicationsapplications
•• RawRaw

–– PrintersPrinters
–– TerminalsTerminals
–– DisksDisks



Device files - DISKSDevice files - DISKS



Major numbers - device filesMajor numbers - device files

❂❂ lsdev lsdev command lists the major device numberscommand lists the major device numbers
❂❂ Pointer to the kernel driver to use toPointer to the kernel driver to use to

communicate with the devicecommunicate with the device
❂❂ Kernel driver controls I/O for a deviceKernel driver controls I/O for a device



sdisk sdisk driverdriver



Minor number - device filesMinor number - device files

❂❂ Physical location & optionalPhysical location & optional
characteristicscharacteristics
•• Card Instance numberCard Instance number
•• Target numberTarget number
•• Port numberPort number
•• HP-IB addressHP-IB address
•• Device optionsDevice options

❂❂ 0xCCTPHD0xCCTPHD
❂❂ 0x0050000x005000



Hard link - 2 names for the same fileHard link - 2 names for the same file
“User Friendly”“User Friendly”

❂❂ Great for Great for cdromcdrom



LVM HistoryLVM History
Logical Volume ManagementLogical Volume Management

❂❂ Comes with HP-UX as of 9x on serversComes with HP-UX as of 9x on servers
❂❂ Comes with HP-UX as of 10x on workstationsComes with HP-UX as of 10x on workstations
❂❂ LVM originally designed by Open SoftwareLVM originally designed by Open Software

Foundation (OSF).  Ported to HP-UXFoundation (OSF).  Ported to HP-UX
❂❂ Available Available Veritas Veritas LVMLVM
❂❂ LVM is a disk management subsystemLVM is a disk management subsystem



LVM objectsLVM objects

❂❂ PV (physical volume)PV (physical volume)
•• Individual Disk driveIndividual Disk drive

❂❂ VG (volume group)VG (volume group)
•• One or more One or more PVs PVs that creates one large logicalthat creates one large logical

diskdisk
❂❂ LV (logical volume)LV (logical volume)

•• Section of VG used for file systems, swap, rawSection of VG used for file systems, swap, raw
or dumpor dump



Physical Volumes in a VGPhysical Volumes in a VG

❂❂ One or more physical volumes (PV) create aOne or more physical volumes (PV) create a
volume groupvolume group

❂❂ Entire disk must be usedEntire disk must be used
❂❂ Minimum:Minimum: 1 PV1 PV
❂❂ Maximum:255 (default is 16]Maximum:255 (default is 16]

–– Set using option during Set using option during vgcreatevgcreate



Maximum Volume GroupsMaximum Volume Groups

❂❂ Kernel parameterKernel parameter
❂❂ Default is 10Default is 10



What makes a VG?What makes a VG?

❂❂ Under the /Under the /dev dev directory start the structure for adirectory start the structure for a
VGVG

❂❂ Use vg00, vg01, Use vg00, vg01, etcetc....
❂❂ Or use names that make sense (oracle, home)Or use names that make sense (oracle, home)
❂❂ MC/SG -  Special Considerations (future slides)MC/SG -  Special Considerations (future slides)



Group fileGroup file

❂❂ In the directory for the VG is a file (type character)In the directory for the VG is a file (type character)
called groupcalled group

❂❂ Must be called groupMust be called group
❂❂ Minor numberMinor number
❂❂ Major number must be 64Major number must be 64



Major Number - VG group fileMajor Number - VG group file
Why 64?Why 64?

❂❂ The major number must be 64 since this signifiesThe major number must be 64 since this signifies
the driver for LVMthe driver for LVM

❂❂ rdsk rdsk                       dskdsk



Minor numbers - VG group fileMinor numbers - VG group file

❂❂ Minor number must be uniqueMinor number must be unique
❂❂ OxNN0000 (NN = unique for each VG)OxNN0000 (NN = unique for each VG)
❂❂ HexadecimalHexadecimal

•• 0xNN00000xNN0000
•• 0x0000000 - 0x090000 (0-9)0x0000000 - 0x090000 (0-9)
•• ox0a0000, 0x0b0000  (10,11)ox0a0000, 0x0b0000  (10,11)
•• 0xc80000 (200)0xc80000 (200)



List used minor numbersList used minor numbers

❂❂ See what #’s have been usedSee what #’s have been used
❂❂ ll ll //devdev/*/group/*/group
❂❂ Good command to show all Good command to show all VGsVGs

•• (Doesn’t mean that VG still exists)(Doesn’t mean that VG still exists)



Creating VGCreating VG
Not bootableNot bootable

❂❂ Disk can not be used in a volume group until it hasDisk can not be used in a volume group until it has
been initialized with been initialized with pvcreatepvcreate

❂❂ Create PVRA (Physical Volume Reserve Area]Create PVRA (Physical Volume Reserve Area]



PVRA

      BAD BLOCK POOL

Disk layout after Disk layout after pvcreatepvcreate



PVRAPVRA

❂❂ Physical Volume ID number (CPU ID and timePhysical Volume ID number (CPU ID and time
created)created)

❂❂ Volume Group ID number [later]Volume Group ID number [later]
❂❂ PE size [later]PE size [later]
❂❂ PV sizePV size
❂❂ Bad block directory [map of good/bad]Bad block directory [map of good/bad]
❂❂ Pointers to start and size of other disk areasPointers to start and size of other disk areas
❂❂ Now have PVNow have PV



Creating VG - continuedCreating VG - continued

❂❂ Create directory structureCreate directory structure
❂❂ Create group fileCreate group file
❂❂ Create VGCreate VG



Disk layout after Disk layout after vgcreatevgcreate
      PVRA
      VGRA

VGDA VGSA

      BAD BLOCK POOL

Volume Group ID number [now]
PE size [now]



VGRAVGRA

❂❂ VGDAVGDA
•• Volume GroupVolume Group

Description AreaDescription Area
–– # of # of LVs LVs in this VGin this VG
–– How many How many PVsPVs
–– PE to LE mapPE to LE map

❂❂ VGSAVGSA
•• Volume Group StatusVolume Group Status

AreaArea
–– Status of each PVStatus of each PV



Physical Extent - Physical Extent - Basic unit of LVMBasic unit of LVM

❂❂ 4 is the default.  If want different, set during4 is the default.  If want different, set during
creation of VGcreation of VG

❂❂ Disk overhead increases with smaller extentsDisk overhead increases with smaller extents



pvdisplaypvdisplay
(can use after PV added to VG)(can use after PV added to VG)

❂❂ Physical extent size 4MB x Total PE 1023 = 4092Physical extent size 4MB x Total PE 1023 = 4092
MBMB





Physical Extents created duringPhysical Extents created during
vgcreatevgcreate

      PVRA
      VGRA

VGDA VGSA

0 1 2 3 4 5 6 7 8 9
10 11 12 13 14 15 16 17 18 19
20 21 22 23 24 25 26 27 28 29

1010 1011 1012 1013 1014 1015 1016 1017 1018 1019
1020 1021 1022

      BAD BLOCK POOL



Adding 9GB+ drive to existing VGAdding 9GB+ drive to existing VG

❂❂ MAXIMUMMAXIMUM PE per PV (2000) X PE Size 4MB = 8GB PE per PV (2000) X PE Size 4MB = 8GB
❂❂ Any disk added to this volume group can notAny disk added to this volume group can not

exceed the maximum.  Anything beyond 8GB willexceed the maximum.  Anything beyond 8GB will
NOT be used.NOT be used.

❂❂ (If Max PE per PV is 1023 = 4 GB)(If Max PE per PV is 1023 = 4 GB)
Use vgcreate -e
when creating
new VGs



Msg Msg on HP-UX 11on HP-UX 11



vgdisplayvgdisplay

❂❂ -v option will display information on each PV in-v option will display information on each PV in
the VGthe VG



Information about all Information about all VGsVGs

❂❂ What PV belongs to which VGWhat PV belongs to which VG
❂❂ Used at boot time by Used at boot time by lvmrclvmrc

•• Copied into memoryCopied into memory
❂❂ Includes Includes verion verion # (9x can’t be read by 10x)# (9x can’t be read by 10x)



vgscan vgscan rebuilds /rebuilds /etcetc//lvmtablvmtab

❂❂ (Don’t (Don’t rm rm your /your /etcetc//lvmtablvmtab))



Creating Logical VolumeCreating Logical Volume



0xVG00LV0xVG00LV



Config Config FilesFiles

❂❂ Volume Group configuration file is updatedVolume Group configuration file is updated
❂❂ Backup configuration file created automaticallyBackup configuration file created automatically
❂❂ lvchangelvchange, , lvcreatelvcreate, , lvextendlvextend, , lvlnbootlvlnboot, , lvmergelvmerge, , lvreducelvreduce, , lvremovelvremove,,
❂❂ lvrmbootlvrmboot, , lvsplitlvsplit, , pvchangepvchange, , pvmovepvmove, , vgcreatevgcreate, , vgextendvgextend, , vgreducevgreduce
❂❂ vgcfgbackupvgcfgbackup



View configuration fileView configuration file



Extents - LE to PEExtents - LE to PE

❂❂ LV always starts with LE 0LV always starts with LE 0
❂❂ By default, allocates PE to those that are free inBy default, allocates PE to those that are free in

the order you originally added disks to VGthe order you originally added disks to VG



Disk layout after Disk layout after lvcreatelvcreate

      PVRA
      VGRA

VGDA VGSA

0 - 0 1 -1 2 - 2 3 - 3 4 - 4 5 - 5 6 - 6 7 - 7 8 - 8 9 - 9
10 - 10 11 - 11 12 - 12 13 - 13 14 - 14 15 - 15 16 - 16 17 - 17 18 - 18 19 - 19
20 - 20 21 - 21 22 - 22 23 - 23 24 - 24 25 - 25 26 - 26 27 - 27 28 - 28 29 - 29
< extents not displayed > 124 - 124

1010 free 1011 free 1012 free 1013 free 1014 free 1015 free 1016 free 1017 free 1018 free 1019 free
1020 free 1021 free 1022 free

      BAD BLOCK POOL

# of LVs
PE to LE Map



lvdisplaylvdisplay



Create LV without default nameCreate LV without default name









Disk layout after adding 2nd LVDisk layout after adding 2nd LV

      PVRA
      VGRA

VGDA VGSA

0 - 0 1 -1 2 - 2 3 - 3 4 - 4 5 - 5 6 - 6 7 - 7 8 - 8 9 - 9
10 - 10 11 - 11 12 - 12 13 - 13 14 - 14 15 - 15 16 - 16 17 - 17 18 - 18 19 - 19
20 - 20 21 - 21 22 - 22 23 - 23 24 - 24 25 - 25 26 - 26 27 - 27 28 - 28 29 - 29
< extents not displayed > 124 - 124 125 - 0 126 - 1 127 - 2 128 - 3 129 - 4
130 - 5 131 - 6 132 - 7 133 - 8 134 - 9 < extents not displayed > 249 - 124

1010 free 1011 free 1012 free 1013 free 1014 free 1015 free 1016 free 1017 free 1018 free 1019 free
1020 free 1021 free 1022 free

      BAD BLOCK POOL



Extend size of Logical VolumeExtend size of Logical Volume





Disk layout after increasing firstDisk layout after increasing first
LVLV

      PVRA
      VGRA

VGDA VGSA

0 - 0 1 -1 2 - 2 3 - 3 4 - 4 5 - 5 6 - 6 7 - 7 8 - 8 9 - 9
10 - 10 11 - 11 12 - 12 13 - 13 14 - 14 15 - 15 16 - 16 17 - 17 18 - 18 19 - 19
20 - 20 21 - 21 22 - 22 23 - 23 24 - 24 25 - 25 26 - 26 27 - 27 28 - 28 29 - 29
< extents not displayed > 124 - 124 125 - 0 126 - 1 127 - 2 128 - 3 129 - 4
130 - 5 131 - 6 132 - 7 133 - 8 134 - 9 < extents not displayed > 249 - 124
250 - 125 251 - 126 252 - 127 253 - 128 254 - 129 255 - 130 256 - 131 257 - 132 258 - 133 259 - 134
< extents not displayed > 323 - 198 324 - 199

1010 free 1011 free 1012 free 1013 free 1014 free 1015 free 1016 free 1017 free 1018 free 1019 free
1020 free 1021 free 1022 free

      BAD BLOCK POOL

End of Disk (PE)



Out of space in VGOut of space in VG



Need 850 LE (3400 / 4)Need 850 LE (3400 / 4)

      VGRA
VGDA VGSA

0 - 0 1 -1 2 - 2 3 - 3 4 - 4 5 - 5 6 - 6 7 - 7 8 - 8 9 - 9
10 - 10 11 - 11 12 - 12 13 - 13 14 - 14 15 - 15 16 - 16 17 - 17 18 - 18 19 - 19
20 - 20 21 - 21 22 - 22 23 - 23 24 - 24 25 - 25 26 - 26 27 - 27 28 - 28 29 - 29
< extents not displayed > 124 - 124 125 - 0 126 - 1 127 - 2 128 - 3 129 - 4
130 - 5 131 - 6 132 - 7 133 - 8 134 - 9 < extents not displayed > 249 - 124
250 - 125 251 - 126 252 - 127 253 - 128 254 - 129 255 - 130 256 - 131 257 - 132 258 - 133 259 - 134
< extents not displayed > 323 - 198 324 - 199 325 - 125 326 - 126 327 - 127 328 - 128 329 - 129
330 - 130 331 - 131 332 - 132 333 - 133 334 - 134 335 - 135 336 - 136  < extents not displayed >
1010 - 810 1011 - 811 1012 - 812 1013 - 813 1014 - 814 1015 - 815 1016 - 816 1017 - 817 1018 - 818 1019 - 819
1020 - 820 1021 - 821 1022 - 822

      BAD BLOCK POOL



Extend the Volume GroupExtend the Volume Group





Disk layout of 2 disks in VGDisk layout of 2 disks in VG
      PVRA
      VGRA

VGDA VGSA

0 - 0 1 -1 2 - 2 3 - 3 4 - 4 5 - 5 6 - 6 7 - 7 8 - 8 9 - 9
10 - 10 11 - 11 12 - 12 13 - 13 14 - 14 15 - 15 16 - 16 17 - 17 18 - 18 19 - 19
20 - 20 21 - 21 22 - 22 23 - 23 24 - 24 25 - 25 26 - 26 27 - 27 28 - 28 29 - 29
< extents not displayed > 124 - 124 125 - 0 126 - 1 127 - 2 128 - 3 129 - 4
130 - 5 131 - 6 132 - 7 133 - 8 134 - 9 < extents not displayed > 249 - 124
250 - 125 251 - 126 252 - 127 253 - 128 254 - 129 255 - 130 256 - 131 257 - 132 258 - 133 259 - 134
< extents not displayed > 323 - 198 324 - 199 325 - 125 326 - 126 327 - 127 328 - 128 329 - 129
330 - 130 331 - 131 332 - 132 333 - 133 334 - 134 335 - 135 336 - 136  < extents not displayed >
1010 - 810 1011 - 811 1012 - 812 1013 - 813 1014 - 814 1015 - 815 1016 - 816 1017 - 817 1018 - 818 1019 - 819
1020 - 820 1021 - 821 1022 - 822

      BAD BLOCK POOL

      PVRA
      VGRA

VGDA VGSA

0 - 823 1 - 824 2 - 825 3 - 826 4 - 827 5 - 828 6 - 829 7 - 830 8 - 831 9 - 832
< extents not displayed > 23 - 846 24 - 847 25 - 848 26 - 849
< extents not displayed >
1020 - free 1021 -free 1023 - free

      BAD BLOCK POOL



Remove every thing we’ve done!Remove every thing we’ve done!



Create Striped Logical VolumeCreate Striped Logical Volume



Default Block Size is 8KbDefault Block Size is 8Kb



Striping for JFS File SystemStriping for JFS File System





Disk layout - striped LVDisk layout - striped LV
ExtentsExtents

      PVRA  (DISK 1)
      VGRA

VGDA VGSA

0 - 0 1 - 2 3 - 4 3 - 6 4 - 8 5 - 10 6 - 12 7 - 14 8 - 16 9 - 18
< extents not displayed >
60 - 120 61 - 122 62 - 124
1020 - free 1021 -free 1023 - free

      BAD BLOCK POOL

      PVRA   (DISK 2)
      VGRA

VGDA VGSA

0 - 1 1 - 3 2 - 5 3 - 7 4 - 9 5 - 11 6 - 13 7 - 15 8 - 17 9 - 19
< extents not displayed >
60 - 121 61 - 123 62 - 125
1020 - free 1021 -free 1023 - free

      BAD BLOCK POOL



Disk layout - striped LVDisk layout - striped LV
Stripes (blocks) Stripes (blocks) 4MB / 8Kb = 4MB / 8Kb = apxapx. 500. 500

Disk1 Disk2
LE0 B1,B3,B5,B7,B9,B11 LE1 B2,B4,B6,B8,B10,B12

B13,B15……….B499 B14,B17………..B500

LE2 B501,B503,B505, LE3 B502,B504,B506,
B507,B509…. B999 B508,B510…. B1000

LE4 B1001,B1003,B1005, LE5 B1002,B1004,B1006,
B1007…. B1499 B1008…. B1500



Disk StripingDisk Striping

❂❂ PerformancePerformance
•• Read & write of large, sequentially accessedRead & write of large, sequentially accessed

filesfiles
•• Best when use similar disksBest when use similar disks
•• Best when use more than one busBest when use more than one bus

❂❂ ReliabilityReliability
•• Loss of one disk could possibly  and most likelyLoss of one disk could possibly  and most likely

corrupt the entire  volume groupcorrupt the entire  volume group



Disk Striping RecommendationsDisk Striping Recommendations
❂❂ Don’t stripe everything everywhereDon’t stripe everything everywhere
❂❂ Keep striped Keep striped VGs VGs less than or equal to 4less than or equal to 4

physical disksphysical disks
❂❂ HFS - stripe size = block sizeHFS - stripe size = block size
❂❂ JFS - stripe size = average extent sizeJFS - stripe size = average extent size

•• Source:  HP-UX Tuning & Performance bySource:  HP-UX Tuning & Performance by
Sauers Sauers & & WeygantWeygant

•• ISBN: 0-13-102716-6ISBN: 0-13-102716-6



File SystemsFile Systems

❂❂ A newly created logical volume isA newly created logical volume is
considered rawconsidered raw

❂❂ You can use it as raw or place a file systemYou can use it as raw or place a file system
on iton it

❂❂ Common file systems:Common file systems:
•• HFS, JFSHFS, JFS



What is a File System?What is a File System?

❂❂ A file system structure contains:A file system structure contains:
•• A collection of files organized under aA collection of files organized under a

hierarchical or directory structurehierarchical or directory structure
❂❂ Auxiliary file systems are those that youAuxiliary file systems are those that you

can mount/can mount/umount umount (/opt, not /(/opt, not /etcetc))
❂❂ Where you attach the file system to the HP-Where you attach the file system to the HP-

UX file system tree is called the mountUX file system tree is called the mount
pointpoint



JFSJFS
❂❂ Journaling Journaling file system that uses an intent logfile system that uses an intent log
❂❂ Can not be used as root file system on 10.01 or 10.10Can not be used as root file system on 10.01 or 10.10
❂❂ /stand must be HFS on 10.20+/stand must be HFS on 10.20+
❂❂ Uses small blocks & extents rather than large blocks &Uses small blocks & extents rather than large blocks &

fragments (HFS).  Extent = adjacent disk blocks treated asfragments (HFS).  Extent = adjacent disk blocks treated as
a unit.  Vary in size.  No relation to LVM extenta unit.  Vary in size.  No relation to LVM extent

❂❂ New technology added to JFS, not HFSNew technology added to JFS, not HFS
❂❂ Works with NFSWorks with NFS
❂❂ Veritas Veritas ((vxfsvxfs))
❂❂  ~300k additional memory ~300k additional memory
❂❂ Dynamically allocates Dynamically allocates inodesinodes



Parts of JFS File SystemParts of JFS File System

❂❂ Superblock Superblock - keeps track of the file system.- keeps track of the file system.
Pointers to maps of free spaces.  Multiple (static)Pointers to maps of free spaces.  Multiple (static)
copies of the copies of the superblock superblock - since so important.- since so important.

❂❂ InodesInodes
❂❂ MapsMaps
❂❂ DirectoriesDirectories
❂❂ Data BlocksData Blocks
❂❂ Where these areas are depends on version of JFSWhere these areas are depends on version of JFS

(structural and unnamed (structural and unnamed filesetsfilesets))



                 Static Superblock (file system type, times, label, size, layout, resources count)
Allocation Unit Header

Summary of Free Resources (Pending inode extent operations, # of free inodes, # of free extents in allocation unit)

Map of Free Inodes (Free vs. alloated)

            Map of Extended Inode Operations (long pending operations - keep out of intent log)

Map of Free Extents

            Inode Table (For each file: size, link count, UID & GID, access rights, pointers to data)

Data Data Data Data Data Data Data Data Data Data
Data Data Data Data Data Data Data Data Data Data

Data Data Data Data Data Data Data Data Data Data
Data Data Data Data Data Data Data Data Data Data

Data Data Data Data Data Data Data Data Data Data
Data Data Data Data Data Data Data Data Data Data

Default 1024
byte data blocks

Extent:  Contiguous
area of data blocks
Example: 3

Header information now controlled in the
structural fileset (JFS version 3 and 4)

Allocation Unit:
Group of
consecutive blocks



File 1:
2 extents

Simplified viewSimplified view



JFS much more sophisticatedJFS much more sophisticated



❂❂ Block size = 1024, Allocation unit size = 32MBBlock size = 1024, Allocation unit size = 32MB
❂❂ Total amount free = 192545Total amount free = 192545
❂❂ Free extentsFree extents Next Slide



Object Location TableObject Location Table
(Disk based data structures)(Disk based data structures)



 Intent log - key feature of JFS Intent log - key feature of JFS

Circular File



JFSJFS

❂❂ JFS extents and LVM extents - NOJFS extents and LVM extents - NO
RELATIONSHIPRELATIONSHIP

❂❂ Learn more about JFS:Learn more about JFS:
•• HP Inside HP-UX class  (deep)HP Inside HP-UX class  (deep)
•• Veritas Veritas File System Administrator’s GuideFile System Administrator’s Guide

–– docsdocs.hp..hp.comcom//hpuxhpux//osos#papers#papers
–– Very GoodVery Good



JFS 10x JFS 10x vsvs. 11x - . 11x - vxfs daemonvxfs daemon



Creating a new file systemCreating a new file system

❂❂ nnewfs ewfs -F  -F  vxfsvxfs
❂❂ newfs newfs -F -F hfshfs
❂❂ /etc/default//etc/default/fsfs



Mount the new file systemMount the new file system

❂❂ Edit /etc/Edit /etc/fstab fstab to include new mount to include new mount infoinfo



mount -pmount -p

❂❂ Reads current mounts (/Reads current mounts (/etcetc//mnttabmnttab))
❂❂ / is different since at boot does not read / is different since at boot does not read fstabfstab,,

uses default of loguses default of log
❂❂ -o remount will remount-o remount will remount



Mount optionsMount options

❂❂ Data integrity & performanceData integrity & performance
❂❂ Chapter 5 - Performance & Tuning - Chapter 5 - Performance & Tuning - VxFS VxFS SystemSystem

Administrator’s GuideAdministrator’s Guide



Converting to JFSConverting to JFS

❂❂ See HPRC Document#:See HPRC Document#:
•• UNX1030189UNX1030189
•• Converting root HFS to root JFSConverting root HFS to root JFS



New in JFS 3.3New in JFS 3.3

❂❂ Access Control ListsAccess Control Lists
❂❂ Version 4 Disk LayoutVersion 4 Disk Layout
❂❂ File System Shrink EnhancementFile System Shrink Enhancement
❂❂ vxtunefs vxtunefs commandcommand



Access Control ListAccess Control List

❂❂ Additional access control mechanismAdditional access control mechanism
❂❂ Access permission at a finer level:Access permission at a finer level:

•• UserUser
•• GroupGroup
•• Or combination ofOr combination of

❂❂ R,W,X with a particular User/GroupR,W,X with a particular User/Group
combinationcombination

❂❂ (mouse.%,r-x)  (% = any )(mouse.%,r-x)  (% = any )
❂❂ See Appendix A for detailsSee Appendix A for details



Tuning/Performance Tuning/Performance “With appropriate tuning,“With appropriate tuning,
JFS outperforms HFS in all categories”JFS outperforms HFS in all categories”

From VxFS
System
Administrator’s
Guide



JFS Tunable ParametersJFS Tunable Parameters

❂❂ None in HP-UX 10None in HP-UX 10
❂❂ In HP-UX 11:In HP-UX 11:

•• vxvx__ncsizencsize
–– Normally don’t need to changeNormally don’t need to change

•• vxfsvxfs__rara_per_disk_per_disk
–– Normally don’t need to changeNormally don’t need to change

•• vxfsvxfs__maxmax__rara__kbyteskbytes
–– Increase if many large sequential I/Os from 1024 toIncrease if many large sequential I/Os from 1024 to

6553665536

❂❂ vxtunefsvxtunefs (chapter 5(chapter 5 PerfPerf. & Tuning). & Tuning)



Management of LVMManagement of LVM

❂❂ Move Move LVs LVs aroundaround
❂❂ Replace PVReplace PV
❂❂ Move PVMove PV
❂❂ Disaster RecoveryDisaster Recovery



Create LV on specific diskCreate LV on specific disk



Instead of using next default available space,Instead of using next default available space,
used next available on specific diskused next available on specific disk

      PVRA  (DISK 1) c0t8d0
      VGRA

VGDA VGSA

0 - 0 1 - 2 3 - 4 3 - 6 4 - 8 5 - 10 6 - 12 7 - 14 8 - 16 9 - 18
< extents not displayed >
60 - 120 61 - 122 62 - 124
1020 - free 1021 -free 1023 - free

      BAD BLOCK POOL

      PVRA   (DISK 2) c0t9d0
      VGRA

VGDA VGSA

0 - 1 1 - 3 2 - 5 3 - 7 4 - 9 5 - 11 6 - 13 7 - 15 8 - 17 9 - 19
< extents not displayed >
60 - 121 61 - 123 62 - 125 63 - 0 64 - 1 <ext. not displayed > 87 - 24
1020 - free 1021 -free 1023 - free

      BAD BLOCK POOL



Controlling LV disk layoutControlling LV disk layout

❂❂ Move Move lv lv to specific diskto specific disk
❂❂ pvmovepvmove
❂❂ Allows you to move logical volume from oneAllows you to move logical volume from one

physical disk to another in the SAME volumephysical disk to another in the SAME volume
groupgroup



Before PV moveBefore PV move

      PVRA  (DISK 1) c0t8d0
      VGRA

VGDA VGSA

0 - 0 1 - 2 3 - 4 3 - 6 4 - 8 5 - 10 6 - 12 7 - 14 8 - 16 9 - 18
< extents not displayed >
60 - 120 61 - 122 62 - 124
1020 - free 1021 -free 1023 - free

      BAD BLOCK POOL

      PVRA   (DISK 2) c0t9d0
      VGRA

VGDA VGSA

0 - 1 1 - 3 2 - 5 3 - 7 4 - 9 5 - 11 6 - 13 7 - 15 8 - 17 9 - 19
< extents not displayed >
60 - 121 61 - 123 62 - 125 63 - 0 64 - 1 <ext. not displayed > 87 - 24
1020 - free 1021 -free 1023 - free

      BAD BLOCK POOL



After After pvmovepvmove
      PVRA  (DISK 1) c0t8d0
      VGRA

VGDA VGSA

0 - 0 1 - 2 3 - 4 3 - 6 4 - 8 5 - 10 6 - 12 7 - 14 8 - 16 9 - 18
< extents not displayed >
60 - 120 61 - 122 62 - 124 63 - 0 64 - 1 <ext. not displayed > 87 - 24
1020 - free 1021 -free 1023 - free

      BAD BLOCK POOL

      PVRA   (DISK 2) c0t9d0
      VGRA

VGDA VGSA

0 - 1 1 - 3 2 - 5 3 - 7 4 - 9 5 - 11 6 - 13 7 - 15 8 - 17 9 - 19
< extents not displayed >
60 - 121 61 - 123 62 - 125 63 - free 64 - free
1020 - free 1021 -free 1023 - free

      BAD BLOCK POOL



Replace Failed DiskReplace Failed Disk

❂❂ Put in new diskPut in new disk
❂❂ Run Run vgcfgrestore vgcfgrestore commandcommand
❂❂ Restore data from backup (if not mirroring)Restore data from backup (if not mirroring)



vgexport vgexport  /  / vgimportvgimport

❂❂ Changing the hardware location of diskChanging the hardware location of disk
❂❂ Add disks back after installAdd disks back after install
❂❂ Be sure to use Be sure to use mapfiles mapfiles if non standard LVif non standard LV

namesnames



HPRC “must have” documentHPRC “must have” document
❂❂ Get HPRC document # UNX1001086Get HPRC document # UNX1001086

•• “Procedure for replacing an LVM disk in HP-UX 10.x“Procedure for replacing an LVM disk in HP-UX 10.x
and 11.x”  17 pagesand 11.x”  17 pages

❂❂ Replacing a non-boot disk without LVM-Replacing a non-boot disk without LVM-MirMir
❂❂ Replacing a non-boot disk with LVM-Replacing a non-boot disk with LVM-MirMir
❂❂ Replacing a boot disk without LVM-Replacing a boot disk without LVM-MirMir
❂❂ Replacing a boot disk with LVM-Replacing a boot disk with LVM-MirMir
❂❂ Preparing for the Recovery of LVM SystemPreparing for the Recovery of LVM System

•• Includes script for LVM configuration recordingIncludes script for LVM configuration recording





VG00VG00

❂❂ VG00 VG00 aka aka boot disk boot disk aka aka root diskroot disk
❂❂ The following do not need to be on VG00:The following do not need to be on VG00:

•• /home/home
•• /opt/opt
•• //varvar



Root disk  - Separate Root disk  - Separate LVsLVs

❂❂ INSTEAD ofINSTEAD of
•• //varvar

❂❂ USEUSE
•• //varvar/mail/mail
•• //varvar/spool/spool
•• //varvar//tmptmp

What happens when /var becomes full?

Increase system availability

Protect against mail bombs



Load LIF Tools from Diagnostic CDLoad LIF Tools from Diagnostic CD

❂❂ mount -r /mount -r /devdev//dskdsk//cdrom cdrom //cdromcdrom



MirroringMirroring

❂❂ $$$$
❂❂ Allows replication ofAllows replication of

disk resourcedisk resource
❂❂ System backup withSystem backup with

very minimalvery minimal
downtimedowntime

❂❂ Does not protectDoes not protect
against human erroragainst human error

❂❂ Mirror per LV not perMirror per LV not per
diskdisk Mirror/UX

❂❂ 1-3% 1-3% sw sw overheadoverhead
❂❂ Best readBest read

performance (up toperformance (up to
40%)40%)

❂❂ PerformancePerformance
degradation for writesdegradation for writes
(down by 10%)(down by 10%)

❂❂ LVM pseudo-driverLVM pseudo-driver



Make  bootable PVMake  bootable PV

Most important!



What disks are What disks are bootablebootable, Where is the root , Where is the root filesystemfilesystem
ISL, HPUX, AUTO, LABELISL, HPUX, AUTO, LABEL

LIF DIRECTORY
      PVRA
      BDRA
       LIF
      VGRA

VGDA Mirror Cons. Rec. VGSA

Physical Extents



BDRABDRA

❂❂ Primary (sector #128)  and secondaryPrimary (sector #128)  and secondary
(sector #136) boot data record the points(sector #136) boot data record the points
to:to:
•• root, swap and dumproot, swap and dump

❂❂ Primary and secondary PVOL listPrimary and secondary PVOL list



Bad Block Relocation PoolBad Block Relocation Pool
on VG00on VG00

❂❂ Turned off for:Turned off for:
•• Logical Volume:Logical Volume: //
•• Logical Volume:Logical Volume: /stand/stand
•• Primary swapPrimary swap
•• Any LV used for dumpAny LV used for dump

❂❂ Turned on for:Turned on for:
•• Logical Volumes /Logical Volumes /varvar, /, /usrusr/, //, /tmp tmp and /optand /opt

❂❂ Ensures that LV is contiguousEnsures that LV is contiguous



Mirror each LVMirror each LV

Mirror/UX



lvdisplay lvdisplay -v of mirrored LV-v of mirrored LV

Mirror/UX



Disk layout - mirroringDisk layout - mirroring
      PVRA  (DISK 1)
      VGRA

VGDA VGSA

0 - 0 1 -1 2 - 2 3 - 3 4 - 4 5 - 5 6 - 6 7 - 7 8 - 8 9 - 9
10 - 10 11 - 11 12 - 12 13 - 13 14 - 14 15 - 15 16 - 16 17 - 17 18 - 18 19 - 19
20 - 20 21 - 21 22 - 22 23 - 23 24 - 24 25 - 25 < extents not displayed > 
1020 - free 1021 -free 1023 - free

      PVRA   (DISK 2)
      VGRA

VGDA VGSA

0 - 0 1 -1 2 - 2 3 - 3 4 - 4 5 - 5 6 - 6 7 - 7 8 - 8 9 - 9
10 - 10 11 - 11 12 - 12 13 - 13 14 - 14 15 - 15 16 - 16 17 - 17 18 - 18 19 - 19
20 - 20 21 - 21 22 - 22 23 - 23 24 - 24 25 - 25 < extents not displayed > 
1020 - free 1021 -free 1023 - free



Consistency Recover PolicyConsistency Recover Policy
❂❂ MWC (Mirror Write Cache]MWC (Mirror Write Cache]
❂❂ No need to mirror swap dataNo need to mirror swap data
❂❂ Turn off (on swap only) to increase performanceTurn off (on swap only) to increase performance
❂❂ Create more small Create more small VGs VGs than fewer large than fewer large VGs VGs (MWC misses)(MWC misses)
❂❂ Kept in LTG (Logical Track Group) in VGRAKept in LTG (Logical Track Group) in VGRA

Mirror/UX



Must do in Maintenance ModeMust do in Maintenance Mode
❂❂ Shutdown -rShutdown -r
❂❂ Interupt Interupt boot processboot process
❂❂ Enter Command>  boot Enter Command>  boot pri islpri isl
❂❂ Interact with IPL?>  YInteract with IPL?>  Y
❂❂ ISL> ISL> hpux hpux -lm-lm
❂❂ vgchange vgchange -a y vg00-a y vg00
❂❂ lvchange lvchange -M n -c n /-M n -c n /devdev/vg00/lvol2/vg00/lvol2
❂❂ lvlnboot lvlnboot -s /-s /devdev/vg00/lvol2/vg00/lvol2
❂❂ lvlnboot lvlnboot -d /-d /devdev/vg00/lvol2/vg00/lvol2
❂❂ reboot (DO NOT DO INIT)reboot (DO NOT DO INIT)
❂❂ Boot from the alternate disk to test!Boot from the alternate disk to test!





lvlnboot lvlnboot (root, boot, primary(root, boot, primary
swap, dump)swap, dump)



QuorumQuorum

❂❂ 51% + = quorum51% + = quorum
❂❂ Only activate VG if quorumOnly activate VG if quorum
❂❂ No QuorumNo Quorum

•• ISL> ISL> hpuxhpux - -lqlq /stand/ /stand/vmunixvmunix
❂❂ No Quorum & Single User ModeNo Quorum & Single User Mode

•• ISL> ISL> hpux hpux -is -is lq lq /stand//stand/vmunixvmunix



Hot Spare for mirror  (HP-UXHot Spare for mirror  (HP-UX
10.3+)10.3+)

❂❂ Extra disk in the VG used as standbyExtra disk in the VG used as standby
❂❂ Every LV in the VG must be mirroredEvery LV in the VG must be mirrored
❂❂ Every mirror must use strict allocationEvery mirror must use strict allocation
❂❂ No hot spare for VG00 (won’t move boot blocks)No hot spare for VG00 (won’t move boot blocks)

•• Can set up, but won’t use spareCan set up, but won’t use spare

Mirror/UX



Hot Spare - When PV failsHot Spare - When PV fails

❂❂ PF of > 5 minutes or I/O error encounteredPF of > 5 minutes or I/O error encountered
❂❂ Status will change to available/active spareStatus will change to available/active spare
❂❂ Status of failed PV:  unavailable/data sparedStatus of failed PV:  unavailable/data spared
❂❂ Check status using Check status using vgdisplay vgdisplay -v-v
❂❂ Takes more than 5 minutesTakes more than 5 minutes

Mirror/UX



Replacing Failed DiskReplacing Failed Disk

❂❂ c0t2d0 (spare) c0t3d0 (failed)c0t2d0 (spare) c0t3d0 (failed)
❂❂ vgcfgrestore vgcfgrestore -n vg01 /-n vg01 /devdev//rdskrdsk/c0t3d0/c0t3d0
❂❂ vgchange vgchange -a y  vg01-a y  vg01
❂❂ pvchange pvchange -z y /-z y /devdev//dskdsk/c0t3d0/c0t3d0
❂❂ pvmove pvmove //devdev//dskdsk/c0t2d0 //c0t2d0 /devdev//dskdsk/c0t3d0/c0t3d0

Mirror/UX



Other hot spare notesOther hot spare notes

❂❂ Can have multiple sparesCan have multiple spares
❂❂ 1 spare disk replaces one failed PV1 spare disk replaces one failed PV

•• (9GB spare disk can’t replace 2 failed 4 GB (9GB spare disk can’t replace 2 failed 4 GB PVsPVs))
❂❂ Spares are not included in “free”Spares are not included in “free”
❂❂ Spares can not be shared across Spares can not be shared across VGsVGs
❂❂ Spare should be as big as largest PVSpare should be as big as largest PV
❂❂ Non-clustered Non-clustered VGsVGs

Mirror/UX



Mirroring & StripingMirroring & Striping

❂❂ Not supported on standard LVMNot supported on standard LVM
❂❂ Extent based striping is supportedExtent based striping is supported

•• aka aka pseudo-stripedpseudo-striped

Mirror/UX



//etcetc//lvmpvglvmpvg

❂❂ Physical Volume GroupPhysical Volume Group
❂❂ PVG StrictPVG Strict
❂❂ ## lvcreate lvcreate -L 120 -D y -s g -m 1 vg01 -L 120 -D y -s g -m 1 vg01



Logical Volume TimeoutLogical Volume Timeout

❂❂ I/O to a non-responsive disk will only be retriedI/O to a non-responsive disk will only be retried
for the specific amount of timefor the specific amount of time

❂❂ I/O “hung” state won’t last longer than timeoutI/O “hung” state won’t last longer than timeout



OnLine OnLine JFSJFS

❂❂ $$$$
❂❂ Online backup [snapshot]Online backup [snapshot]
❂❂ Online Online fs fs increase and reduceincrease and reduce
❂❂ Defragmentation Defragmentation [[fsadmfsadm]]
❂❂ PatchesPatches

OnLine JFS



Oracle



Snapshot backup (Online JFS)Snapshot backup (Online JFS)

OnLine JFS



Create separate LVCreate separate LV
Mount using Mount using snapof snapof optionoption

OnLine JFS



Snapshot file system will notSnapshot file system will not
change (read only FS)change (read only FS)

OnLine JFS



Snapshot File SystemSnapshot File System

❂❂ Must have Must have OnLine OnLine JFSJFS
❂❂ FS must be JFSFS must be JFS
❂❂ fbackup fbackup will not work (does not supportwill not work (does not support

read only FS).  Most other backupread only FS).  Most other backup
utilitesutilites/software will work/software will work

❂❂ vxdump vxdump (replaces dump - HFS only)(replaces dump - HFS only)
❂❂ Only previous version of block is copied toOnly previous version of block is copied to

snapshot when block is modified.  LV onlysnapshot when block is modified.  LV only
requires enough for changed blocks. (10-20%)requires enough for changed blocks. (10-20%)

OnLine JFS



Defragmentation Defragmentation - Directories- Directories

OnLine JFS



Defragmentation Defragmentation - Extents- Extents

OnLine JFS



DefragmentationDefragmentation

❂❂ DirectoryDirectory
•• Reordered to place Reordered to place subdirectories subdirectories 1st, then all1st, then all

other entries in decreasing order by time ofother entries in decreasing order by time of
last access.   Compacted to remove free spacelast access.   Compacted to remove free space

❂❂ ExtentsExtents
•• Aged files are moved to the end of theAged files are moved to the end of the

allocation units.  Files are reorganized to haveallocation units.  Files are reorganized to have
the least amount of possible extents.the least amount of possible extents.

❂❂ fsadm fsadm -F -F vxfs vxfs -d -D -e -E /home-d -D -e -E /home
❂❂ croncron

OnLine JFS



Increase Logical Volume & FSIncrease Logical Volume & FS

❂❂ # of MB x 1024 = blocks  (44 x 1024 = 45056)# of MB x 1024 = blocks  (44 x 1024 = 45056)
❂❂ Without Without OnLine OnLine JFS, must JFS, must umountumount the file system the file system

before using before using extendfsextendfs
❂❂ Can not resize LV if using snapshotCan not resize LV if using snapshot

OnLine JFS



OnLine JFS

Reduce Logical VolumeReduce Logical Volume

❂❂ Defrag before reducingDefrag before reducing
❂❂ JFS 3.3+, attempts to move extents off the area youJFS 3.3+, attempts to move extents off the area you

want to shrinkwant to shrink



AutoRAIDAutoRAID

❂❂ Auto ”magically” switches between RAIDAuto ”magically” switches between RAID
levels 0/1 (mirroring & striping) and RAIDlevels 0/1 (mirroring & striping) and RAID
level 5 (data protection by parity)level 5 (data protection by parity)

❂❂ Most actively written data is stored in RAIDMost actively written data is stored in RAID
0/1.   (Never less than 10%)0/1.   (Never less than 10%)

❂❂ No control of data placement (APT)No control of data placement (APT)

AutoRAID



AutoRAID AutoRAID with 2 20GB with 2 20GB PVsPVs

AutoRAID



LUN - Logical DriveLUN - Logical Drive

❂❂ Up to 8 Up to 8 LUNsLUNs
❂❂ HP-UX looks at a LUN as a physicalHP-UX looks at a LUN as a physical

individual diskindividual disk
❂❂ LUNs LUNs do NOT correspond to individual disksdo NOT correspond to individual disks

in the in the AutoRAIDAutoRAID
❂❂ LUN = Physical Volume in LVMLUN = Physical Volume in LVM
❂❂ Physical Volume(s) = Volume GroupPhysical Volume(s) = Volume Group



LUN is created across all disksLUN is created across all disks

AutoRAID



Disk space allocationsDisk space allocations

AutoRAID



Add VG to Add VG to AutoRAIDAutoRAID
Need disk (PV) to create VGNeed disk (PV) to create VG

AutoRAID



Created 4.8 GB LUNCreated 4.8 GB LUN

AutoRAID



Logical drives increased byLogical drives increased by
4.8GB, Unallocated decreased4.8GB, Unallocated decreased

AutoRAID



Create VG and LVOLCreate VG and LVOL

AutoRAID



AutoRAID



AutoRAID



AutoRAID



AutoRAID

Everything is the same - deviceEverything is the same - device
file just points to the LUNfile just points to the LUN



Primary / AlternatePrimary / Alternate

AutoRAID



Primary is always the first listed inPrimary is always the first listed in
//etcetc//lvmtablvmtab
Alternate is ONLY used for Alternate is ONLY used for failoverfailover

❂❂ //devdev/vg02/vg02

❂❂ //devdev//dskdsk/c6t0d0/c6t0d0

❂❂ //devdev//dskdsk/c7t1d0/c7t1d0

❂❂ //devdev/vg03/vg03

❂❂ //devdev//dskdsk/c6t0d1/c6t0d1

❂❂ //devdev//dskdsk/c7t1d1/c7t1d1

❂❂ //devdev/vg04/vg04

❂❂ //devdev//dskdsk/c6t0d2/c6t0d2

❂❂ //devdev//dskdsk/c7t1d2/c7t1d2

❂❂ vgdisplayvgdisplay -v -v

❂❂ --- Physical volumes ------ Physical volumes ---

❂❂    PV Name                     /   PV Name                     /devdev//dskdsk/c6t0d0/c6t0d0

❂❂    PV Name                     /   PV Name                     /devdev//dskdsk/c7t1d0  Alternate Link/c7t1d0  Alternate Link

AutoRAID



Use both controllers - TemporaryUse both controllers - Temporary

❂❂ pvchange pvchange -s-s
•• TemporaryTemporary

❂❂ //devdev/vg02/vg02

❂❂ //devdev//dskdsk/c6t0d0/c6t0d0

❂❂ //devdev//dskdsk/c7t1d0/c7t1d0

•• pvchange pvchange -s /-s /devdev//dskdsk/c7t1d0/c7t1d0

❂❂ Primary for vg02 is now c7Primary for vg02 is now c7
❂❂ Alternate is now c6Alternate is now c6

AutoRAID



Use both controllers - PermanentUse both controllers - Permanent

❂❂ vgreducevgreduce
•• PermanentPermanent

❂❂ //devdev/vg02/vg02

❂❂ //devdev//dskdsk/c6t0d0/c6t0d0

❂❂ //devdev//dskdsk/c7t1d0/c7t1d0

•• vgreduce vgreduce //devdev/vg02 //vg02 /devdev//dskdsk/c6t0d0/c6t0d0

❂❂ c7 becomes Primary (and only)c7 becomes Primary (and only)
•• vgextend vgextend //devdev/vg02 //vg02 /devdev//dskdsk/c6t0d0/c6t0d0

❂❂ c6 becomes Alternatec6 becomes Alternate

❂❂ Changes /Changes /etcetc//lvmtablvmtab AutoRAID



AutoRAID AutoRAID and performanceand performance

❂❂ Use both controllersUse both controllers
❂❂ Create 4-6 Create 4-6 LUNsLUNs

•• More More LUNs LUNs increases the size of the I/Oincreases the size of the I/O
command queuecommand queue

❂❂ Allow more RAID 0/1Allow more RAID 0/1

AutoRAID



LVM - LVM - AutoRAID AutoRAID and XP256and XP256

❂❂ LVM commands are all the sameLVM commands are all the same
❂❂ HP-UX sees the LUN or LDEV as a diskHP-UX sees the LUN or LDEV as a disk
❂❂ Doesn’t care or know that it may be only aDoesn’t care or know that it may be only a

part of a disk or a portion of many diskspart of a disk or a portion of many disks
❂❂ Limitation of 120 devices per controllerLimitation of 120 devices per controller
❂❂ Using Using pvlinkspvlinks? Really only 60 per (60? Really only 60 per (60

primary + 60 alternate)primary + 60 alternate)



 DKU Disk Frames

DKU Disk Frames
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LDEVs LDEVs and XP256and XP256

❂❂ Open level is important for 3 reasons:Open level is important for 3 reasons:
•• Limited number of Limited number of LDEVs LDEVs on one controller (120)on one controller (120)

–– Example: Open-3 uses 12 Example: Open-3 uses 12 LDEVs LDEVs while for virtuallywhile for virtually
the same space Open-8 uses 4the same space Open-8 uses 4

–– 2.4 GB 2.4 GB vsvs. 7.3 GB. 7.3 GB
•• XP256 only support 1024 LDEVS (1/00)XP256 only support 1024 LDEVS (1/00)



LDEVs LDEVs and XP256and XP256
Write queue depthWrite queue depth

❂❂ The 3rd reason the OPEN level is important is theThe 3rd reason the OPEN level is important is the
write queue depthwrite queue depth

❂❂ Max number of I/Os on one XP256 CHIP portMax number of I/Os on one XP256 CHIP port
•• 256 per SCSI256 per SCSI 1024 per FC1024 per FC

❂❂ HP-UX supports 8 per device file (LDEV)HP-UX supports 8 per device file (LDEV)
❂❂ 8 array groups8 array groups

•• OPEN-3:  96 OPEN-3:  96 LDEVs LDEVs * 8 = 768  (overflow for SCSI)* 8 = 768  (overflow for SCSI)

•• OPEN-8/9: 32 OPEN-8/9: 32 LDEVs LDEVs * 8 = 256* 8 = 256
❂❂ Set up on HP-UX by editing queue start up configurationSet up on HP-UX by editing queue start up configuration
❂❂ //usrusr//sbinsbin//scsictl scsictl -m queue_depth=# /-m queue_depth=# /devdev//rdskrdsk/c6t0d0/c6t0d0

Decrease/Increase
Based on # of device

files



Disks and their relationship toDisks and their relationship to
HP-UXHP-UX
❂❂ HASS, internal, HASS, internal, etcetc..  - 1 device file per disk..  - 1 device file per disk
❂❂ AutoRAID AutoRAID - 1 device file per LUN - LUN is across ALL disks- 1 device file per LUN - LUN is across ALL disks
❂❂ XP256 - 1 device file per LDEV - LDEV is across disks inXP256 - 1 device file per LDEV - LDEV is across disks in

array grouparray group



CHIPCHIP
Client Host Interface ProcessorClient Host Interface Processor

CL1A to c3 on
HostA

CL2V to c5 on
HostA

CL1E to c7 on
HostB

CL2E to c9 on
HostB

Host A:  2 paths to XP256 - c3 to Cluster1, slot
P, port A and c5 to Cluster2, slot V, port A



Assign LDEV to CHIPAssign LDEV to CHIP
scsiscsi

Access LDEV  #0:01

 From CL1-A

Using SCSI ID 1

and LUN 00

And access this same
LDEV

From CL2-A

Using SCSI ID 9

and LUN 00

Hi!  I’m LDEV
0:01



ioscan ioscan OPEN-#OPEN-#

❂❂ On HP-UX Host A, 2 device files pointing to theOn HP-UX Host A, 2 device files pointing to the
same LDEV on the XP256.same LDEV on the XP256.

❂❂ T1 and T9 was set by the SCSI ID# we gave theT1 and T9 was set by the SCSI ID# we gave the
LDEV, d0 was set by LUN#LDEV, d0 was set by LUN#



Assign LDEV to CHIPAssign LDEV to CHIP
Fibre Fibre ChannelChannel

Access LDEV  #0:02

 From CL1-E

Using SCSI ID F

and LUN 60

And access this same
LDEV

From CL2-E

Using SCSI ID F

and LUN 20

Hi!  I’m LDEV
0:02



XP256       HP-UX
LUN Target LUN
0-7 0 0-7
8-F 1 0-7

10-17 2 0-7
18-1F 3 0-7

LUN 60 on XP256 will be: SCSI 12, LUN0

LUN 61 on XP256 will be: SCSI 12, LUN1

LUN 20 on XP256 will be: SCSI 4, LUN0

LUN 7 on XP256 will be: SCSI 0, LUN 7



XP256XP256
ioscan ioscan - - Fibre Fibre ChannelChannel



FC Hardware PathFC Hardware Path

❂❂ 0/10/0/0.8.0.0.0.12.00/10/0/0.8.0.0.0.12.0
❂❂ 0/10/0/0 FC Adapter  (will be c7)0/10/0/0 FC Adapter  (will be c7)
❂❂ 8=Protocol Adapter (8=emulation)8=Protocol Adapter (8=emulation)
❂❂ 0=Private loop0=Private loop
❂❂ 0=FC Port0=FC Port
❂❂ 0=Bus #0=Bus #
❂❂ 12=Target (SCSI ID# assigned on XP256)12=Target (SCSI ID# assigned on XP256)
❂❂ 0=LUN# assigned on XP2560=LUN# assigned on XP256



Set IDs in a patternSet IDs in a pattern

Use target ID to know which SHOULD be the
primary.  Alternate should always be +or- 8

My target is always 
high for the primary



Get inquiry256.Get inquiry256.ksh ksh from thefrom the
HPRCHPRC

❂❂ Tool that maps between a single device file andTool that maps between a single device file and
the associated port and the associated port and ldev ldev on the XP256on the XP256



XvgXvg

❂❂ Display:Display:
•• GraphicalGraphical

–– LV sizeLV size
–– PV sizePV size

ftp://contrib:9unsupp8@hprc.external.hp.com/sysadmin/xvg/





More informationMore information

❂❂ Disk & File Management Tasks on HP-UX byDisk & File Management Tasks on HP-UX by
Tom Tom Madell Madell (ISBN 0-13-518861-X)(ISBN 0-13-518861-X)

❂❂ HP Education:HP Education:
•• Hands on with LVM & Hands on with LVM & MirrorDiskMirrorDisk/UX/UX
•• HP-UX TroubleshootingHP-UX Troubleshooting
•• Inside HP-UXInside HP-UX



Appendix A:Appendix A: ACLs ACLs
JFS 3.3/ HP-UX 11+JFS 3.3/ HP-UX 11+

❂❂ Group and class entry are the same if no ACL hasGroup and class entry are the same if no ACL has
been setbeen set



setaclsetacl

W is now
part of class





setaclsetacl



Default Default ACLsACLs



Correct combo for Correct combo for ACLs ACLs on JFS,on JFS,
TrustedTrusted
❂❂ JFS 3.3 installedJFS 3.3 installed
❂❂ HP-UX 11+HP-UX 11+
❂❂ File system - version 4File system - version 4
❂❂ NOT /, /NOT /, /usrusr, /, /varvar, or /opt, or /opt



Appendix B: OracleAppendix B: Oracle
Oracle on rawOracle on raw
❂❂ Used when want the maximum performanceUsed when want the maximum performance

•• Bypasses traditional disk writing.   20-30% +Bypasses traditional disk writing.   20-30% +
❂❂ Administrative headacheAdministrative headache
❂❂ Less popular than in pastLess popular than in past
❂❂ Very intensive I/O applicationVery intensive I/O application
❂❂ Use LVMUse LVM
❂❂ Add entries in Add entries in fstab fstab as commentsas comments
❂❂ Do not put archive logs on rawDo not put archive logs on raw

Oracle



Oracle withOracle with
 Asynchronous I/O Asynchronous I/O

❂❂ Oracle does parallel writes without usingOracle does parallel writes without using
multiple multiple DBWRsDBWRs

❂❂ Supported on raw devices onlySupported on raw devices only
❂❂ async async driver must be in kerneldriver must be in kernel
❂❂ //devdev//async async owned by oracleowned by oracle

Oracle



Oracle onOracle on
HFSHFS

❂❂ TuningTuning
•• Block sizeBlock size
•• Fragment sizeFragment size
•• minfreeminfree

❂❂ mkfs mkfs -m-m
•• Use this command toUse this command to

display command thatdisplay command that
was used to create thewas used to create the
file systemfile system

Oracle



Recommended Mount OptionsRecommended Mount Options
with JFSwith JFS
❂❂ Mount -F Mount -F vxfs vxfs -o -o delaylogdelaylog,,mincachemincache=direct,=direct,
❂❂ convosyncconvosync=direct,=direct,nodatainlognodatainlog
❂❂ Uses the “direct” featureUses the “direct” feature
❂❂ SLOW if use other methods for accessing Oracle dataSLOW if use other methods for accessing Oracle data

other than Oracle itself.  (Example: tar).other than Oracle itself.  (Example: tar).
❂❂ Direct WritesDirect Writes

•• Simulates raw, in that writes bypass the file systemSimulates raw, in that writes bypass the file system
buffer cachebuffer cache

Oracle



Oracle andOracle and
OFA and disk layoutOFA and disk layout

❂❂ OFA (Oracle Flexible Architecture)OFA (Oracle Flexible Architecture)
•• Archive log filesArchive log files
•• Rollback segment data files, export filesRollback segment data files, export files
•• Executables, copy of the control file, redo logs,Executables, copy of the control file, redo logs,

SYSTEM data filesSYSTEM data files
•• Data files, temp user data files, copy of controlData files, temp user data files, copy of control

filefile
•• Index data files, copy of control fileIndex data files, copy of control file

Oracle



OracleOracle
Table StripingTable Striping

❂❂ Splitting a Splitting a tablespace tablespace into many physicalinto many physical
files on more than one diskfiles on more than one disk

❂❂ Reduce I/O bottlenecksReduce I/O bottlenecks
•• CREATE TABLESPACE PRODCREATE TABLESPACE PROD

–– DATAFILE “/disk1/file1.DATAFILE “/disk1/file1.dbfdbf” SIZE 50M” SIZE 50M
–– DATAFILE “/disk2/file1.DATAFILE “/disk2/file1.dbfdbf” SIZE 50M” SIZE 50M

•• CREATE TABLE MYTABLECREATE TABLE MYTABLE
–– STORAGE (INITIAL 45M   NEXT  45M )STORAGE (INITIAL 45M   NEXT  45M )

Oracle



Oracle andOracle and
LVM StripingLVM Striping

❂❂ Recommended over DATAFILE stripingRecommended over DATAFILE striping
❂❂ 50-500% increase over non striped tables50-500% increase over non striped tables
❂❂ Random access  (OLTP)Random access  (OLTP)

•• Smaller stripe size (1MB)Smaller stripe size (1MB)
❂❂ Sequentially accessed dataSequentially accessed data

•• Larger stripe sizeLarger stripe size

Oracle



Oracle andOracle and
Database WritersDatabase Writers

❂❂ If not using asynchronous I/OIf not using asynchronous I/O
❂❂ One DBWR per disk with One DBWR per disk with DB DB filesfiles
❂❂ 0-15% +0-15% +

Oracle



Oracle

Oracle and Oracle and AutoRAIDAutoRAID/XP256/XP256

❂❂ OK for OK for AutoRAIDAutoRAID
•• DatafilesDatafiles
•• Archive LogsArchive Logs

❂❂ Best not onBest not on AutoRAID AutoRAID
•• Redo logsRedo logs
•• Should still beShould still be

mirroredmirrored

❂❂ XP256XP256
•• RAID1 RAID1 vsvs. RAID5. RAID5
•• Use Target ID (SCSI) forUse Target ID (SCSI) for

specific usage:specific usage:
–– 5 (Database)5 (Database)
–– 4 - 4 - Lun Lun 0+1 (Redo)0+1 (Redo)
–– 4 - 4 - LunLun 2 (Archive logs) 2 (Archive logs)
–– 3- 3- Lun Lun 0  (Programs)0  (Programs)
–– 3 -3 -LunLun 1  (Workspace) 1  (Workspace)



Appendix C:Appendix C:
MC/MC/ServiceGuardServiceGuard

❂❂ CLVM (Cluster LVM)CLVM (Cluster LVM)
•• Superset of LVMSuperset of LVM
•• Exclusive VG activationExclusive VG activation

–– vgchange vgchange -a e  (SG -a e  (SG daemons daemons must be running)must be running)
•• Cluster IDCluster ID

–– vgchange vgchange -c y/n-c y/n
•• SG orSG or LockManager LockManager enables functionality enables functionality

MC/SG



Reserve SCSI IDsReserve SCSI IDs

❂❂ Host A - 7    <--------------->  Host B - 6Host A - 7    <--------------->  Host B - 6
❂❂ What if add 2 more hosts?What if add 2 more hosts?
❂❂ Reserve 5 and 4Reserve 5 and 4
❂❂ Start disks at 3Start disks at 3
❂❂ Want the highest priorities on theWant the highest priorities on the

controller cardscontroller cards
❂❂ Good to do even if not currently usingGood to do even if not currently using

MC/SGMC/SG MC/SG



Minor # (0xVG00LV), VG nameMinor # (0xVG00LV), VG name
and MC/SGand MC/SG
❂❂ Use naming convention to be able to tell what VG isUse naming convention to be able to tell what VG is

primary for a nodeprimary for a node
❂❂ VGs VGs that begin with 0 are local to the nodethat begin with 0 are local to the node

•• 0x000000, 0x010000, 0x020000, vg00, vg010x000000, 0x010000, 0x020000, vg00, vg01
❂❂ VGs VGs that begin with 1 belong to node Athat begin with 1 belong to node A

•• 0x100000, 0x110000,  0x120000, vg10,vg11,vg120x100000, 0x110000,  0x120000, vg10,vg11,vg12
❂❂ VGs VGs that being with 2 belong to node Bthat being with 2 belong to node B

•• 0x200000, 0x210000, 0x220000, vg20,vg210x200000, 0x210000, 0x220000, vg20,vg21
❂❂ Increase KP: Increase KP: maxvgsmaxvgs
❂❂ Warning: VOLGRP structure is largeWarning: VOLGRP structure is large MC/SG



Where is the lock disk?Where is the lock disk?

      PVRA
      VGRA

VGDA VGSA

0 1 2 3 4 5 6 7 8 9
10 11 12 13 14 15 16 17 18 19
20 21 22 23 24 25 26 27 28 29

1010 1011 1012 1013 1014 1015 1016 1017 1018 1019
1020 1021 1022

      BAD BLOCK POOL

MC/SG



Lock disk and sw mirroringLock disk and sw mirroring

❂❂ Only a problem ifOnly a problem if
needs to use lock diskneeds to use lock disk

❂❂ Disk A / Disk BDisk A / Disk B
❂❂ Disk A crashesDisk A crashes
❂❂ Replace Disk A withReplace Disk A with

new disknew disk
❂❂ vgcfgrestorevgcfgrestore

•• Does not restore BBRTDoes not restore BBRT
❂❂ vgchange - a yvgchange - a y

(vgsync)(vgsync)

❂❂ Lock disk notLock disk not
initializedinitialized

❂❂ Halt the clusterHalt the cluster
❂❂ Bring up clusterBring up cluster
❂❂ Reinitializes lock diskReinitializes lock disk

MC/SG



MC/Service GuardMC/Service Guard

❂❂ //etcetc//lmvrclmvrc:  AUTO_VG_ACTIVATE=0:  AUTO_VG_ACTIVATE=0
❂❂ VG names & minor numbers need to be the sameVG names & minor numbers need to be the same
❂❂ Don’t need to halt if adding or modifying Don’t need to halt if adding or modifying LVsLVs, must, must

halt cluster if adding VGhalt cluster if adding VG
❂❂ See Appendix “D” for information on LVM tasks onSee Appendix “D” for information on LVM tasks on

MC/SGMC/SG

MC/SG



Need to access data withNeed to access data with
application downapplication down

❂❂ Backups and other maintenanceBackups and other maintenance
•• Halt cluster, remove VG from cluster, activate &Halt cluster, remove VG from cluster, activate &

mountmount
•• Halt package, activate VG, mountHalt package, activate VG, mount
•• “While true do” loop“While true do” loop

–– Test for application maintenance switchTest for application maintenance switch
–– Stop the app the normal way (not with SG)Stop the app the normal way (not with SG)
–– Run maintenanceRun maintenance
–– Restart appRestart app
–– Remove maintenance switchRemove maintenance switch

MC/SG


