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Target Problem

•Handling Peak Dem and for Critical Applications
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Traditional Approach

Overprovisioning

• Lots of dedicated Unix
servers

• Excess capacity on each

Drawbacks

• Cost of underutilized
capacity

• Difficult to m anage m any
system s



Application Consolidation

• Run m ultiple workloads on
a Unix box

Spare Capacity Consolidation

• Provide spare capacity for
m ultiple apps on the sam e
system  or system s

Capacity on Dem and

• iCOD
• vPar resource balancing

New Solutions



Virtual Com puting
Resources

• System s m ay run m ultiple
apps

• Som e apps span m ultiple
system s

• Resources allocated as
needed.

This Requires

• Vertical Scalability

• Horizontal Scalability

• New partitioning tools

• Resource m anagem ent tools

HP W orkload
M anagem ent Vision



W hat we have today:

• Process Resource
M anager (PRM )

• HP-UX W orkload M anager
(W LM )

• Capacity on Dem and

Short to M edium  Term
Future:

• Hardware Partitions

• Virtual Partitions

• Utility Com puting

• M ulti-system  W orkload
M anagem ent

Getting to the Vision



HP-UX W orkload M anager and ToolkitsM arch 26, 2001 Page 7

HP-UX Process
Resource M anager

(PRM )

The Problem : Com petition
for resources

The Solution: Resource
Partitioning with PRM
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Process Resource
M anager (PRM )

PRM  is a partitioning
tool

• Adm inistrator defines:

– Resource groups

– Policies for putting
processes into groups

– Resource allocations for
each group

• PRM  controls:

– CPU

– Real m em ory

– Disk bandwidth
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HP-UX PRM
Key Features and Benefits of PRM

• Controls allocation of CPU, real-m em ory and disk I/O

bandwidth based on user-specified policies.

• Applications do not require m odification to work with PRM .

• PRM  configuration can be changed at any tim e - even

under load.

• Supports resource policies based on users and

applications.

Enables running m ultiple, m ission critical applications

on a single system .



Key concept

Static resource
partitions m ay not
always provide the
m ost efficient use of
resources for all
workloads.

HP-UX W LM  gives
you the flexibility you

need
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HP-UX W orkload
M anager (W LM )

HP-UX W LM  is a
dynam ic front-end to
PRM

It autom atically adapts the
PRM  configuration based on
what’s happening on the
server

W LM  helps you fully achieve
the benefits of consolidation
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HP-UX W LM  (cont.)

HP-UX W LM  delivers the
com pute power when
and where it’s needed

– Fixed resource allocation

– Scheduled resources

– Resource on Dem and

– Dynam ic Resource policies

– G oal-based resource
allocation

W LM  ensures that priority
workloads get the com pute
resources they need.



HP-UX W orkload M anager and ToolkitsM arch 26, 2001 Page 13

Dynam ic resource policies use goals, constraints, and conditions.

Dynam ic Resource Policies

Group A

M in CPU: 20%

M ax CPU: 50%

A resource allocation policy
consists of:

•A workload (PRM  group)

•Constraints (m in, m ax cpu)

•A goal

•Priority

•Conditions (tim e of day, event, etc)

Policy applies 9am  to 5pm  AND

when ServiceGuard Package XYZ

Group A receives 3 shares for each additional user.
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Stretch Goals

Consolidation exam ple with HP-UX W LM

Group B

(Funded 30% )

CPU Allocation: 30%

M in CPU: 15%

M ax CPU: 60%

• If everyone is busy, give
them  what they paid for

• Keep a m inim um  reserved
for each group

• If a group is busy, and
there are idle cycles, let it
“borrow” from  another
group (up to its m axim um )

Policy 1

G oal: If I’m  using m y share,
give m e what I paid for

Priority: 1

M in CPU: 15%

M ax CPU: 30%

Policy 2

G oal: If I’m  really busy, request m ore
CPU

Priority: 2

M in CPU: 30%

M ax CPU: 60%
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Response-tim e goals

A Policy (SLO) can contain a
response-tim e goal

Exam ple: Operation “add-to-
shopping-cart” m ust com plete
in less than 1 second

Data collected via Application
Response M easurem ent
(ARM ) API used by W LM
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Event Monitoring
Service (EMS)

WLM
configuration file

HP-UX W LM  Process Flow Diagram

Application
ABC

Application
ABC

PRMPRM

ControllerController

ArbiterArbiter

Data
Collector

Data
Collector

Application
XYZ

Application
XYZ ControllerControllerData

Collector

Data
Collector

  HP-UX W orkload M anager

ControllerController
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W LM  Data Collector
Interfaces

• W LM  API

• Scripting Interface

• GlancePlus Toolkit

• ARM  Toolkit

• ISV Toolkits
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ServiceG uard
integration

HP-UX W orkload m anager is
ideal in a ServiceGuard
Cluster

Exam ple:  If ServiceGuard
Package ABC is running on
the box, give it 20%  of the
CPU cycles



M axim ized utilization of
system  resources while
m aintaining perform ance
goals of highest priority
applications

IT Cost Containm ent Through:

• Prioritized sharing of system
resources am ong various
applications

• Reduction in the
requirem ent for separate
servers for every application

• Reduction in the
requirem ent for dedicated
spare system s

W LM  Benefits



•M anaging Virtual
Partitions

•M anaging SuperDom e
Hardware Partitions

•Capacity extension

– iCOD

– Utility Com puting

•M ulti-resource (CPU,
M em ory, Disk I/O)

W LM  Futures:
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HP -UX ServiceControl
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Single Point, Multi-System
Configuration Management

ServiceControl Manager (SCM)
SAM            Ignite/UX          SD/UX Online JFS
Secure Web Console        Central Web Console

             System Configuration Repository (SCR)

Workload Management
HP-UX Workload Manager (WLM)      PRM

GlancePlus Pak     MC/ServiceGuard
Web Workload Management

WebQoS

Fault Management
EMS     EMS HA Monitors

New: SCM
 in June 00

New: HP-UX WLM
in 1Q00

New: SCR
 in 1Q00

Enhanced
PRM June 00

W LM  is an integral com ponent of HP-UX ServiceControl
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   easy three-tier packaging

m ission-
critical

environm ent

m id-tier
application

server

bundled
with every

hp 9000 server

HP-UX workload m anager (*),
M C/serviceguard, 

ECM  (enterprise cluster m aster) toolkit

servicecontrol
m ission-
critical

recom m ended add-on products: central web console, openview vantagepoint
(*) HP-UX W LM  includes PRM

       servicecontrol m anager ,
 W ebQ oS peak,   Ignite/UX,
SAM ,   SD/UX,   EM S,

system  configuration repository,
     virtual partitions core (L, N,Superdom e),         

  secure web console (for A,L,N-Class) 

process resource m anager,
hp online JFS, glanceplus Pak,

EM S HA m onitors

servicecontrol
issential

servicecontrol
enterprise



Toolkits

W e are developing
toolkits for databases and
m ajor applications

These will allow
custom ers to quickly
im plem ent policies m ost
appropriate to each

Current Toolkits:

• Oracle Database

• SAS – Under Developm ent
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W LM  Toolkit O bjectives

•Leverage capabilities of W LM :

– Goal based resource m anagem ent

– Dynam ic allocation of system  resources

•Out-of-the-box integration of W LM  with ISV Application

– Create a toolkit to m ake it easier to deploy W LM

– Enable custom ers to extract perform ance & other pertinent
inform ation from  the application

– Elim inate end user developm ent

•Enhance the Total Custom er Experience



Oracle Database
Toolkit Features

•Tim ed SQL – Run a set
of SQL statem ents and
pass the execution tim e
into W LM .

•Value SQL – Run a set
of SQL statem ents to
extract perform ance
inform ation and pass
the resultant value into
W LM

•Exam ples - SQL and
W LM  config files
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W LM  Database Toolkit for Oracle
Architecture

W LM
SQL

Statements PRM

Oracle DB

Oracle
DB Toolkit

SQ L+



Policy based

• Oracle internal m etrics
drive entitlem ent (ex. Num
users)

• ‘boost’ if user X connected

• ‘boost’ if particular SQL
statem ents or functions

G oal based

• sim ulated transactions
response tim e drive
entitlem ents

• DB batch jobs

W LM /Oracle use cases
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Dynam ic Resource Policies using HP-UX W LM

Exam ple: Allocate CPU based on num ber of users



W LM
SAS Toolkit
Features

•Facilitate the M oving of
Processes into the
Correct Resource
Groups

•Facilitate Goal-based
Service Level
Objectives

– SAS ARM  Toolkit

– Job Duration Goals

•Provide “Express Lane”
for Top Priority Jobs

•Exam ples - SAS and
W LM  config files to
sim plify initial set up
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W LM  SAS Toolkit
Architecture (Prelim inary)

W LM

ARM ed
SAS Appl

PRM

SAS ARM
Log

W LM
SASTK

Long-running
SAS Job

SASTK
Progress
M acro



Policy based

• Ad hoc high priority jobs
run as fast as possible

• SAS jobs can m ove
between groups based on
resource requirem ents
(CPU vs. I/O)

G oal based

• ARM ed apps (SAS or HP
im plem entation) can pass
info into W LM

• Can set job duration goals
for SAS program s

W LM /SASTK
Use cases



HP-UX W LM  delivers
com pute resources when
and where they’re needed

It has the power and
flexibility needed when
static resource allocation
solutions don’t m eet the
requirem ents

Sum m ary



On the web:

• www.hp.com /go/wlm

or em ail:

• wlm feedback@ rsn.hp.com

M ore inform ation




