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• An extension to hardware monitoring
• Installed as a part of the H/W monitor 

software
• Converts hardware events detected by the 

EMS H/W monitors to an “UP” or “DOWN” 
status, which is used by MC ServiceGuard in 
controlling package fail-over

• Interface between the H/W event monitors 
and MC ServiceGuard

EMS Peripheral Status Monitor:
Definition
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EMS Peripheral Status Monitor: 
Process

Hardware Hardware Hardware Hardware 
EventEventEventEvent

MonitorMonitorMonitorMonitor

Peripheral Peripheral Peripheral Peripheral 
StatusStatusStatusStatus

Monitor (PSM)Monitor (PSM)Monitor (PSM)Monitor (PSM)

Event MonitoringEvent MonitoringEvent MonitoringEvent Monitoring
ServiceServiceServiceService
(EMS)(EMS)(EMS)(EMS)

To MCTo MCTo MCTo MC

ServiceGuardServiceGuardServiceGuardServiceGuard

The H/W event monitor assigns a severity 
level to each event and passes it to the PSM.

The PSM converts the severity level of the event to a 
device status (UP/DOWN) and passes the status to EMS.

EMSEMSEMSEMS

NotificationNotificationNotificationNotification

If a PSM monitoring request has been 
created for the resource, the specified 
notification method is used to alert you.

If resource is configured as an MCSG package dependency, 
EMS alerts MCSG to change in state.  If status of resource 
has changed to DOWN, MCSG will fail-over the package.
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EMS Peripheral Status Monitor:
States

Cannot determine the state of the H/W.  
This state is treated as DOWN by the PSM

Unknown

An event has occurred that 
indicates a failure with the H/W

Down

HW is operating normallyUp

InterpretationCondition
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EMS Peripheral Status Monitor:
MC ServiceGuard Configuration

/dev/vg01/cad1

/cad1

Package Name: 
pkg1

Cluster Name: cammi



64

EMS Peripheral Status Monitor:
m2426stk cmviewlcl & bdf  output
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EMS Peripheral Status Monitor:
Creating package dependency on root disk   52.6.0
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EMS Peripheral Status Monitor: 
disk_em data sheet
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EMS Peripheral Status Monitor:
Add PSM Package Dependencies



68

EMS Peripheral Status Monitor:
Verify and apply package configuration
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EMS Peripheral Status Monitor:
m2426stk cmviewlcl & bdf  output
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EMS Peripheral Status Monitor:
Test EMS PSM MCSG PKG Failover
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EMS Peripheral Status Monitor:
m2426stk  cmviewlcl & bdf  output
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EMS Peripheral Status Monitor:
m2426s2k  bdf  output
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EMS Peripheral Status Monitor:
configuration file   .psmcfg

• /var/stm/config/tools/monitor/monitor_name.
psmcfg

• Existence determine whether or not status 
monitoring is supported

• Defines event to state/status correlation
SERIOUS and CRITICAL events usually 
map to DOWN status

• Determines what action, if any, is required to 
return the H/A to UP status

PSM does not have the ability to determine when a 
device’s status has been returned to UP.   Therefore 

the set_fixed command must be executed
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EMS Peripheral Status Monitor:
set_fixed command

• -l option  shows 
the devices 
current status

• -n option  sets the 
device to an UP 
status

• -n option and \*  
sets all devices to 
an UP status
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EMS H/A Monitor 
Definition

• Set of monitors that poll a local system or 
application resource and sends messages 
when events occur

• Send events to a wide variety of software 
using multiple protocols

• Configuration interface is SAM
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EMS H/A Monitor 
Overview 
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EMS H/A Monitor 
Resource Classes

• Disk Monitor Monitors LVM Disks

• Cluster Monitor MC ServiceGuard

• Network Monitor LAN Interface

• System Monitor User, Job Queue, F/S

• Database Monitor Database Resources
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EMS H/A Monitor 
Disk Monitor   LVM

• Physical Volume Status

summary status of all physical volumes in a volume group

useful for monitoring physical volume groups (PVGs)

• Physical Volume and Physical Volume Link Status

the status of a individual physical volumes and physical 

volume links (PV Links)

used to calculate physical volume status

Both help to provide status on the accessibility of both 
active and inactive volume groups and logical volumes



79

EMS H/A Monitor 
Disk Monitor   LVM   (con’t)

• Logical Volume Summary

summary status of all logical volumes in an active volume 

group 

determines accessibility of data  … sometimes the physical 

connection is working but the application cannot read or 

write data

• Logical Volume Status

status of each logical volume in a volume group

determines which specific logical volumes have failed



80

EMS H/A Monitor 
Disk Monitor   LVM   (con’t)

• Logical Volume Copies

the number of copies of data in a volume group

useful for monitoring mirrored disk configuration 

(MirrorDisk/UX)
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EMS H/A Monitor 
Cluster Monitor

• Cluster Status node accessing cluster

• Local Node Status see example below

• Package Status running on local node
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EMS H/A Monitor 
Network Monitor

• Status of whether or not the LAN interface 
is up or down

• MC ServiceGuard standby LANs are 
reported as  DOWN unless they have been 
activated to replace a failed LAN interface
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EMS H/A Monitor 
System Resources Monitor

• Status of Number of Users
Total number of users logged on the system

• Status of Job Queues  

Average number of jobs in the queue in the last minute

Average number of jobs in the queue in the last 5 minutes

Average number of jobs in the queue in the last 15 minutes

• File System Available space
checks number of megabytes available for use

file system must be mounted
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EMS H/A Monitor 
Database Monitor

• Database status

• Allocated disk space for the database

• Percentage and amount of disk space used 

within the database

• Number of transactions completed by server

• Current number of connections to the server

• Peak connections made since server started
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EMS H/A Monitor 
Requirements

• Install off of the Application CDROM

• Must match Diagnostics and EMS version

• Applicable patches
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EMS H/A Monitor 
Install
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EMS H/A Monitor 
Install
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EMS H/A Monitor 
Configure Network Monitor
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EMS H/A Monitor 
Configure Network Monitor
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EMS H/A Monitor 
Configure Network Monitor
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EMS H/A Monitor 
Configure Network Monitor
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EMS H/A Monitor 
OpenView Operations Configuration
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EMS H/A Monitor 
OpenView Operations - Adding Node
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EMS H/A Monitor 
OpenView Operations – Adding Agent
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EMS H/A Monitor 
OpenView Operations – Installing Templates

http://www.software.hp.com/products/EMS/index.html
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EMS H/A Monitor 
OpenView Operations  EMS  Integration 

• Physically disconnected lan0 cable

• Executed command:  

ifconfig lan1 down
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EMS H/A Monitor 
OpenView Operations  EMS  Integration 
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EMS H/A Monitor 
OpenView Operations  EMS  Integration 

1st Critical Message: disconnected lan0 cable

2nd Critical Message:   ifconfig lan1 down
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EMS H/A Monitor 
OpenView Operations  EMS  Integration 
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EMS H/A Monitor 
OpenView Operations  EMS  Integration 
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EMS Additional Notes
Disabling EMS

• Disable Entire EMS Monitor

• Disable EMS Events

• Disable EMS Instance
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EMS Additional Notes
Steps To  Disable Entire EMS Monitor

1) Disable monitoring

2) Move the executable

3) Move the dictionary entry

4) Move the .hwa existence file

5) Enable monitoring

6) Verify
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EMS Additional Notes
Disable Entire EMS Monitor
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EMS Additional Notes
Disable Entire EMS Monitor
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EMS Additional Notes
Disable Entire EMS Monitor
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EMS Additional Notes
Disable Entire EMS Monitor
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EMS Additional Notes
Disable Entire EMS Monitor
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EMS Additional Notes
Disabling EMS

• Disable Entire EMS Monitor

• Disable EMS Events

• Disable EMS Instance
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EMS Additional Notes
dm_core_hw events 51 & 55
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EMS Additional Notes
dm_core_hw events 51 & 55
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EMS Additional Notes
dm_core_hw events 51 & 55
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EMS Additional Notes
Steps To Disable EMS Events

1) Disable monitoring

2) Change directory to   
var/stm/config/tools/monitor

3) Edit the appropriate .clcfg file

4) Enable monitoring

5) Verify
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EMS Additional Notes 
Disable EMS Events
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EMS Additional Notes
Disable EMS Events  .clcfg Definitions
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EMS Additional Notes – Another Example
Disable EMS Events

What if the appropriate .clcfg file 
doesn’t exist?

If the .clcfg file doesn’t exist then the 
monitor is not predictive enabled and 
therefore the .cfg file must be modified
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EMS Additional Notes – Another Example
Disable EMS Events
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EMS Additional Notes – Another Example
Steps To Disable EMS Events

cd  /var/stm/config/tools/monitor

cp  disk_em.cfg disk_em.cfg.orig

Modify the disk_em.cfg file:

Add the following line to the end of the file:
DEFINE_EVENT  100876  CRITICAL IGNORE # msg num127
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EMS Additional Notes
Disabling EMS 

• Disable Entire EMS Monitor

• Disable EMS Events

• Disable EMS Instance
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EMS Additional Notes
Steps To Disable EMS Instance

EMC Generated EMS Message
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EMS Additional Notes
Steps To Disable EMS Instance

1) Disable monitoring

2) Edit the instance file:
/var/stm/data/tools/monitor/disabled_instances

3) Add disk resource name

4) Enable monitoring

5) Verify
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EMS Additional Notes
Steps To Disable EMS Instance

Output from main menu monconfig
Select (C) heck detailed monitoring status
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EMS Additional Notes
Steps To Disable EMS Instance

Output from main menu monconfig
Select (C) heck detailed monitoring status
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EMS Additional Notes
Restoring EMS To Defaults


