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11–1.  LAB: Linux File System Management

Directions

In this lab, you are going to create and mount  a file system.

1)
Examine the existing partition table using the fdisk command


# fdisk -l

2)
Create a 100MB partition (primary or logical) on any free disk space found on your system.  Upon exiting fdisk, you may receive a warning message indicating the need to reboot the system to activate the partition.  Reboot, if necessary.


# fdisk /dev/hd@ (or /dev/sd@)


# reboot


(if necessary)

3)
Create an ext2 file system on the 100MB partition created above and mount the file system to the /mnt/data directory.  Confirm that the file system was mounted properly.  Examine the file system’s characteristics.  Copy the /etc/passwd file into the /mnt/data file system and then unmount the file system.


# mkfs –t ext2 /dev/hd@#


# mkdir /mnt/data


# mount –t ext2 /dev/hd@# /mnt/data


# mount –v


# df


# tune2fs –l /dev/hd@#


# cp /etc/passwd /mnt/data


# ll /mnt/data


# umount /mnt/data

4)
Examine the partition table of disk containing the /mnt/data file system.  Using the parted command, resize the partition (and file system) formally mounted to the /mnt/data directory and reboot the system (ignore any error messages when quitting parted command prompt.  Confirm the new size of the partition and file system.


# fdisk -l /dev/hd@


# parted /dev/hd@


(parted) ?





(for online parted help)


(parted) p


Disk geometry for /dev/hd@: 0.00-19458.867 megabytes


Disk label type: msdos


Minor
Start
End
Type
Filesystem
Flags


1
0.031
3004.343
primary
ext3
boot


2
3004.343
7710.886
extended


5
3004.343
6706.823
logical
ext3


6
6706.823
7208.854
logical
linux-swap


7
7208.854
7710.866
logical
ext3


3
7710.866
7812.861
primary
ext3


(parted) resize  3  7710.866  8000

Ignore Cancel ? Ignore


(parted) p


Disk geometry for /dev/hd@: 0.00-19458.867 megabytes


Disk label type: msdos


Minor
Start
End
Type
Filesystem
Flags


1
0.031
3004.343
primary
ext3
boot


2
3004.343
7710.886
extended


5
3004.343
6706.823
logical
ext3


6
6706.823
7208.854
logical
linux-swap


7
7208.854
7710.866
logical
ext3


3
7710.866
8001.123
primary
ext3


(parted) p


(don’t worry about the error message from the kernel)


# reboot


# fdisk -l /dev/hd@


# df

5)
Convert the ext2 file system to an ext3 journaled file system (ext3 is simply an ext2 file system with a journal) using the tune2fs command.  Turn off the automatic max-mount-counts and interval-between-checks file system checks while upgrading the file system as the journal will now provide the needed integrity.  Add the label /mnt/data to the file system using the e2label command and configure the file system to be mounted during the boot sequence using the newly added label.


# umount /mnt/data


# mount –t ext3 /dev/hd@# /mnt/data


(fails)


# mount –t ext2 /dev/hd@# /mnt/data


(succeeds)


# tune2fs –j –c 0 –i 0 /dev/hd@#


# umount /mnt/data


# mount –t ext3 /dev/hd@# /mnt/data


(succeeds)


# tune2fs –l /dev/hd@#


# e2label /dev/hd@# /mnt/data


# vi /etc/fstab


LABEL=/mnt/data   /mnt/data   ext3   defaults   1   3


# umount /mnt/data


# mount -a


# df

6)
If the / (root) file system had been upgraded from ext2 to ext3 , you would also recreate an initial ramdisk image /boot/initrd‑<version>.img to add the ext3 and jbd kernel modules for the Linux kernel to be able to properly mount the / (root) file system during the boot sequence.  Examine the current initial ramdisk image to see if it contains these dynamic kernel modules.  What command would you use to recreate an initial ramdisk image after rebuilding an ext3-capable kernel?  (Kernel configuration will be covered in a later module.)


# file /boot/initrd‑<version>.img
(notice the image is compressed)


# mkdir /mnt/initrd


# gzip -dc /boot/initrd‑<version>.img > /tmp/initrd.img


# file /tmp/initrd.img

(notice the image is an ext2 file system)


# mount –o loop /tmp/initrd.img /mnt/initrd


# mount -v


# df


# cd /mnt/initrd


# ls -lR


# ls -l /mnt/initrd/lib


# umount /mnt/initrd


# rm /tmp/initrd.img


# mkinitrd –f -v /boot/initrd‑<version>.img <version>

7)
Create a DOS file system on a blank floppy disk and mount it to /mnt/floppy.  Copy the compressed Linux kernel (/boot/vmlinuz‑<version>) to the floppy disk, list the contents of the floppy and then unmount it.


# mkfs –t msdos /dev/fd0


# mount –t vfat /dev/fd0 /mnt/floppy


# mount -v


# df


# cp /boot/vmlinuz‑<version> /mnt/floppy

# ls -l /mnt/floppy


# umount /mnt/floppy

11–2.  LAB: Setting Up File System Quotas on Linux

Directions

In this lab, you are going to learn how to create file system quotas.

1)
Create a user called quser with password of “hplinux” using the useradd command.  Login as quser to the Ctrl + Alt + F1 virtual console and then logout.


# useradd -m quser


# passwd quser


Changing password for user quser


New password: hplinux


BAD PASSWORD: it is based on a dictionary word


Retype new password: hplinux


passwd: all authentication tokens updated successfully

2)
Edit the /etc/fstab file by modifying the mount options for the /home file system from defaults to exec,dev,suid,rw,usrquota,grpquota.  Remount the /home file system using the mount –o remount option including all of the above mentioned file system mount options that were added to the /etc/fstab file.


# vi /etc/fstab

LABEL=/home  /home  ext3  exec,dev,suid,rw,usrquota,grpquota  1  2

# mount -o remount /home

3)
Once the mount command has applied these new options and enabled file system quotas, the quotacheck command will scan the file system to create two file (owned by root user) called aquota.user and aquota.group in the root node of that file system (/home) and the quotaon command will turn quotas on for the file system (this will make quota checking permanent).


# ll /home


# quotacheck -ugv /home


# ll /home


# quotaon /home

4)
Configure and apply file system inode and block quotas for this new user using the edquota command.  (To enable edquota to use your favorite editor, define an environment variable called EDITOR and set it equal to the path name of the editor.)  Set the soft block limit to 3072 and set the hard block limit to 4096.  Add three (x+3) to the soft inode limit and five (x+5) to the hard inode limit.  Confirm that the quotas have been applied to the /home file system.


# export EDITOR=/bin/vi


# edquota –u quser

Disk quotas for user quser (uid ###):

Filesystem     blocks     soft     hard     inodes     soft     hard

/dev/hd@#          15     3072     4096         12       15       17

:wq!


# repquota /home

5)
Login as quser to the Ctrl + Alt + F2 virtual console .  Test the file system inode quotas for quser on the /home file system.  (Check quser’s current quota statistics using the quota command.)


$ quota

Disk quotas for user quser (uid ###):

Filesystem  blocks  quota  limit  grace  files  quota  limit  grace

/dev/hd@#       15   3072   4096            12     15     17


$ touch file1


$ quota

Disk quotas for user quser (uid ###):

Filesystem  blocks  quota  limit  grace  files  quota  limit  grace

/dev/hd@#       15   3072   4096            13     15     17


$ touch file2


$ touch file3


$ quota

Disk quotas for user quser (uid ###):

Filesystem  blocks  quota  limit  grace  files  quota  limit  grace

/dev/hd@#       15   3072   4096            15*    15     17


$ touch file4


ide0(3,7): warning, user file quota exceeded.


$ touch file5


$ touch file6


ide0(3,7): write failed, user file limit reached.


touch: creating ‘file6’: Disk quota exceeded


$ quota

Disk quotas for user quser (uid ###):

Filesystem  blocks  quota  limit  grace  files  quota  limit  grace

/dev/hd@#       15   3072   4096            17*    15     17  6days


$ rm file*

6)
Login as quser to the Ctrl + Alt + F3 virtual console .  Test the file system block quotas for quser on the /home file system.  (Check quser’s current quota statistics using the quota command.)


$ quota

Disk quotas for user quser (uid ###):

Filesystem  blocks  quota  limit  grace  files  quota  limit  grace

/dev/hd@#       15   3072   4096            12     15     17


$ dd if=/dev/zero of=file1 bs=1M count=1


$ quota

Disk quotas for user quser (uid ###):

Filesystem  blocks  quota  limit  grace  files  quota  limit  grace

/dev/hd@#     1044   3072   4096            13     15     17


$ dd if=/dev/zero of=file1 bs=1M count=2


$ dd if=/dev/zero of=file1 bs=1M count=3


ide0(3,7): warning, user block quota exceeded.


$ quota

Disk quotas for user quser (uid ###):

Filesystem  blocks  quota  limit  grace  files  quota  limit  grace

/dev/hd@#     3100*  3072   4096            13    15     17


$ dd if=/dev/zero of=file1 bs=1M count=4


ide0(3,7): warning, user block quota exceeded.


ide0(3,7): write failed, user file limit reached.


dd: writing ‘file1’: Disk quota exceeded


$ quota

Disk quotas for user quser (uid ###):

Filesystem  blocks  quota  limit  grace  files  quota  limit  grace

/dev/hd@#     4096*  3072   4096  6days     13     15     17


$ rm file1
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