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9–1.  LAB: The /proc File System on Linux

Directions

In this lab, you will learn more about the /proc process information pseudo-file system and how to set dynamic kernel parameters in Linux.

1)
Fill the following table with the information found in various files and directories in the /proc file system.

	Information
	Name of File

	CPU Speed and Model
	/proc/cpuinfo

	Swap Partition
	/proc/swaps

	Mounted File Systems
	/proc/mounts

	Amount of Physical Memory
	/proc/meminfo

	Linux Kernel Version 
	/proc/version

	Hostname
	/proc/sys/kernel/hostname

	Content of ARP Cache
	/proc/net/arp

	IRQ Assignments
	/proc/interrupts

	fdisk Partitions
	/proc/partitions

	I/O Port Assignments
	/proc/ioports


2)
Dynamic tunable kernel parameters can be set and modified by using the echo command and output redirection to write to certain files in /proc.  Turn on the IP forwarding feature on your Linux machine by locating and then setting the appropriate /proc file.  (Hint: Look in the subdirectories underneath /proc/sys.


# cd /proc/sys/net/ipv4


# cat ip_forward


# echo “1” > ip_forward


# cat ip_forward

3)
Reboot your system and then confirm that IP forwarding is still activated.  Was the /proc kernel parameters setting preserved across the reboot? (No)


# reboot


# cat /proc/sys/net/ipv4/ip_forward


0

4)
Examine the manual (man) page for the command sysctl.  Use this command to display all of the configured kernel parameters currently available.  Search for the current value of the IP forwarding feature.


# man sysctl


# sysctl -a


# sysctl -a|grep ip_forward

5)
Examine the manual (man) page for the file sysctl.conf.  Use this file to preserve the activated value of the IP forwarding feature across a reboot.  Reboot your system and then confirm that IP forwarding is still activated.  Was the /proc kernel parameters setting preserved across the reboot? (Yes)


# man sysctl.conf


# vi /etc/sysctl.conf


net.ipv4.ip_forward = 1


# reboot


# cat /proc/sys/net/ipv4/ip_forward


1

6)
Examine the manual (man) page for the /proc file system (man proc).  Find the name of the file that determines the maximum number of open files the kernel can handle.  Using the sysctl command, set this kernel parameter value to 10240 insuring that the value will be preserved across a reboot.


# man proc


# cat /proc/sys/fs/file-max


8192


# vi /etc/sysctl.conf


fs.file-max = 10240


# sysctl -p


# cat /proc/sys/fs/file-max


10240

7)
Examine the files in the /proc/sys/kernel directory.  You should see some files that contain values for global kernel info and tuning.  For example, Linux’s maximum shared memory segment size or Linux’s reaction to the Ctrl + Alt + Del keystroke sequence can be set using these /proc files.  Read the sysctl documentation found in the kernel source tree in the /usr/src/linux‑2.4/Documentation/sysctl directory for more information about these kernel parameters.


# ls /proc/sys/kernel


# cd /usr/src/linux‑2.4/Documentation/sysctl

# vi kernel.txt

10–1.  LAB: Configuring Linux System Logging

Directions

In this lab, you will learn how to configure the syslogd daemon to customize the logging facilities on a Linux system.

1)
Using the grep command, display the line within the /etc/syslog.conf file that configures the logging of system information to the /var/log/messages file.  Display the current contents of the /var/log/messages file using the cat command.  Examine the manual page for the syslog.conf file taking special note of the list of facilities and priorities in the SELECTORS section of the man page.


# grep “/var/log/messages” /etc/syslog.conf


*.info;mail,news,authpriv,cron.none

/var/log/messages


# cat /var/log/messages


# man syslog.conf

2)
Add the new line “root was here...” from the daemon facility at an info level to the /var/log/messages file using the logger command.  Display the current contents of the /var/log/messages file again using the cat command to verify that the new line was added to the file.


# logger -p daemon.info “root was here...”


# cat /var/log/messages


<DATE> <Hostname> root: root was here...

3)
Configure the syslogd daemon to send all (including debug) daemon facility logging information to a new log file named /var/log/daemonlog (don’t forget to remove daemon facility logging information from /var/log/messages).  Verify that this new file (/var/log/daemonlog) is created and logs daemon facility debug information and that /var/log/messages no longer receives such information.  (Notice how the kern and syslog facilities log the restart of the syslogd daemon.)


# vi /etc/syslog.conf


. . . . . . .


*.info;mail,news,authpriv,cron,daemon.none
/var/log/messages


. . . . . . .


daemon.debug





/var/log/daemonlog


. . . . . . .


# service syslog restart


# logger -p daemon.debug “testing daemon.debug...”


# logger -p daemon.info “testing daemon.info...”


# cat /var/log/daemonlog


<DATE> <Hostname> root: testing daemon.debug...


<DATE> <Hostname> root: testing daemon.info...


# cat /var/log/messages


<DATE> <Hostname> root: root was here...


. . . . . . .

4)
Configure the syslogd daemon to send all daemon facility logging information at an alert priority or higher to any window (tty) that root is currently logged into.  Verify that daemon facility alert log information is sent to root.


# vi /etc/syslog.conf


. . . . . . .


*.info;mail,news,authpriv,cron,daemon.none
/var/log/messages


. . . . . . .


daemon.debug





/var/log/daemonlog


. . . . . . .


daemon.alert





root


. . . . . . .


# service syslog restart


# logger -p daemon.err “testing daemon.error...”


<NO MESSAGES APPEAR AT ANY OF ROOT’S TEXT OR GUI WINDOWS>


# cat /var/log/daemonlog


<DATE> <Hostname> root: testing daemon.debug...


<DATE> <Hostname> root: testing daemon.info...


<DATE> <Hostname> root: testing daemon.error...


# logger -p daemon.alert “testing daemon.alert...”


<MESSAGE APPEARS AT ALL OF ROOT’S TEXT OR GUI WINDOWS>


# cat /var/log/daemonlog


<DATE> <Hostname> root: testing daemon.debug...


<DATE> <Hostname> root: testing daemon.info...


<DATE> <Hostname> root: testing daemon.error...


<DATE> <Hostname> root: testing daemon.alert...

5)
Working with a partner, configure the syslogd daemon to send all daemon facility logging information at the emerg priority to your partner’s system.  (The Linux syslogd daemon must be configured to receive log messages from the network (refer to the man page for syslogd for details, specifically look at the -r and -h options).  To preserve this syslogd configuration across reboots, edit the /etc/sysconfig/syslog file.)  Verify that daemon facility emerg log information is sent to your partner’s system.


# vi /etc/syslog.conf


. . . . . . .


*.info;mail,news,authpriv,cron,daemon.none
/var/log/messages


. . . . . . .


daemon.debug





/var/log/daemonlog


. . . . . . .


daemon.alert





root


. . . . . . .


daemon.emerg




@<Partner’s Hostname>


. . . . . . .


# vi /etc/sysconfig/syslog


# Options to syslogd


# -m 0 disables ‘MARK’ messages.


# -r enables logging from remote machines


# -x disables DNS lookups on messages received with -r


# See syslogd(8) fro more details


SYSLOGD_OPTIONS=“-m 0 -r”


. . . . . . .


# service syslog restart


# logger -p daemon.emerg “testing daemon.emerg...”


<MESSAGE APPEARS AT ALL OF ROOT’S TEXT>


<OR GUI WINDOWS ON BOTH SYSTEMS>


# cat /var/log/daemonlog


<DATE> <Hostname> root: testing daemon.debug...


<DATE> <Hostname> root: testing daemon.info...


<DATE> <Hostname> root: testing daemon.error...


<DATE> <Hostname> root: testing daemon.alert...


<DATE> <Partner’s Hostname> root: testing daemon.emerg...

23–2.  LAB: RAID for Linux

Directions

In this lab, you are going to learn how to configure a RAID 1 LUN on Linux.

1)
Create two 1000MB partitions on any free disk space (preferable separate disks placing one of the two partitions on an external disk) and set the type to Linux raid autodetect (Hint: Hex Code fd).  Reboot your system (if fdisk requires).


# fdisk /dev/sd@


# reboot


(if necessary)


# fdisk /dev/hd@


# reboot


(if necessary)

2)
Create a file called /etc/raidtab (or better yet, copy and modify the raidtools RPM sample file for RAID 1 from the /usr/share/doc/raidtools-0.90 directory called raid1.conf.sample).  Within the file, use the appropriate directives for a RAID level 1 configuration.  (Don’t forget to include the “persistent-superblock 1” specification.)


# cd /usr/share/doc/raidtools-0.90

# cp raid1.conf.sample /etc/raidtab


# vi /etc/raidtab


raiddev



/dev/md0


raid-level



1


nr-raid-disks


2


nr-spare-disks


0


chunk-size



4


persistent-superblock

1


device



/dev/sd@#

raid-disk



0


device



/dev/hd@#

raid-disk



1

3)
Initialize and activate the new RAID 1 LUN with the mkraid command.  Confirm the successful construction and operation of the RAID 1 LUN by displaying the contents of /proc/mdstat.  (Monitor the two disk partitions synchronizing with each as they build the RAID 1 LUN by displaying the contents of /proc/mdstat every few seconds until the synchronization completes.)


# mkraid /dev/md0


   OR


# mkraid --really-force /dev/md0


# cat /proc/mdstat


# cat /proc/mdstat

(run this every few seconds until it completes)

4)
Create an ext3 file system on the RAID 1 LUN using the mkfs command with a block size of 4096 and a stride size of 8.  Mount the file system to the /mnt/myraid1 directory and copy the contents of the /boot directory into the /mnt/myraid1 file system.


# mkfs -t ext2 -j -b 4096 -R stride=8 /dev/md0


# mkdir /mnt/myraid1


# mount -t ext3 /dev/md0 /mnt/myraid1


# mount -v


# df


# cp -R /boot/* /mnt/myraid1


# ll /mnt/myraid1

5)
Turn off the power on the external disk (if available) that contains one of the two partitions that make up the RAID 1 LUN.  Display the contents of /proc/mdstat and notice how the Linux kernel does not recognize the failure yet because nothing has been written to the RAID 1 LUN since the disk failed.  Copy the /etc/passwd file to the /mnt/myraid1 file system and synchronized the kernel buffer cache using the sync command.  (You may need to execute the sync command twice.)  Display the contents of /proc/mdstat and notice how the Linux kernel now does recognize that the disk has failed – an “(F)” should now be displayed behind the failed disk.  Turn the external disk back on and check the RAID 1 LUN operation.  Does the Linux kernel see the previously failed disk? (No)  

<TURN THE RAID 1 LUN EXTERNAL DISK OFF>


# cat /proc/mdstat


# cp /etc/passwd /mnt/myraid1


# sync


# cat /proc/mdstat


<TURN THE RAID 1 LUN EXTERNAL DISK ON>


# cat /proc/mdstat


# raidhotremove /dev/md0 /dev/sda1


# cat /proc/mdstat


# raidhotadd /dev/md0 /dev/sda1


# cat /proc/mdstat

(run this every few seconds until it completes)
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